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Abstract

During my Ph.D. I performed a study on different aspects of applications of the effect of parametric down-conversion (PDC) of x-rays. In this thesis I describe the two parts of my work which are dedicated to different regimes of x-ray PDC: x-ray into x-ray PDC and x-ray into ultraviolet (UV) PDC.

Our knowledge, both the theoretical and the experimental, of nonlinear x-ray optics is quite limited in contrast to the visible region of electromagnetic spectrum where the impact of nonlinear optics is hard to overestimate. The reason is mainly the very small efficiency of nonlinear processes in x-ray region, e.g., the second order nonlinear susceptibility, depending on the regime, is about 7-10 orders of magnitude smaller than that in the region of visible light. These days, the availability of strong x-ray sources such as the 3rd generation of synchrotrons and the x-ray free electron lasers (XFEL) allows to extend the experimental studies to x-ray nonlinear optics. One of the most intriguing and basic second order processes is PDC of x-rays.

PDC is a second order nonlinear process where a pump photon interacts with the vacuum field via the nonlinear medium, which leads to the generation of two photons that are commonly called signal and idler. PDC in optical regime is a well-known phenomenon and has been used routinely in the past decades as a source of non-classical states of light, whereas x-ray PDC remains a rather unexplored field. The process is interesting by itself as a part of the field of nonlinear x-ray optics, also it has important application as a probe of valence electron charge density.

The first part of my work is dedicated to the x-ray into x-ray PDC process. Similarly to the optical regime x-ray into x-ray PDC can be used as a source of non-classical states of light in the x-ray portion of electromagnetic spectrum. The importance of this work lies in the interest of the quantum optics experiments in the x-ray regime. The main challenge of obtaining reasonable and thus usable rates of the photon pairs is that when increasing the pump intensity, all sorts of linear scattering processes (elastic, Compton, and fluorescence) also increase and saturate the detectors.
I have described an experimental approach of generating nearly collinear x-ray photon pairs with highly suppressed background noise. To date, the experimental setup I demonstrated became a standard setup for the experiments with x-ray photon pairs.

The second part of my work describes another regime of x-ray PDC, namely x-ray into UV PDC. It has been shown that x-ray into UV PDC can be used to probe electronic properties of materials hence a new spectroscopy method can be developed on the foundation of this process. I describe essential steps towards the comprehensive understanding of the spectra of x-ray into UV PDC:

First, I have provided a theoretical model of the nonlinear optical response of materials that includes a collective phenomenon: bulk plasmons and their interactions with electronic resonances. The model predicts peaks in the spectrum far from any atomic resonances. I have demonstrated experimentally for the first time x-ray into UV PDC spectrum of a diamond crystal that show clear evidence of the interactions with bulk plasmons.

Second, I have reported the first measurement of the x-ray into UV PDC in metals. I have provided spectra from Aluminum crystal that indicate the nonlinear optical response from Fermi energy – another collective electronic effect.

Finally, I have reported on the observation of the x-ray into UV PDC in diamond and LiF using the laboratory x-ray tube source in contrast to the previous experiments that had been done using synchrotron radiation. This part is particularly important since it shows the accessibility of such measurements for the broad physical and chemical community, which, in turn, I believe will excite the interest to the nonlinear x-ray spectroscopy based on x-ray into UV PDC.
Chapter 1

Introduction and background

In recent years, nonlinear optics at x-ray wavelengths have made a decent progress due to the emerging of strong x-ray sources such as 3rd generation synchrotrons and x-ray free electrons lasers (XFELs) [1-3]. Several nonlinear processes such as two-photon absorption [4], sum-frequency generation [5], and second-harmonic generation [6, 7] have been observed. A different-frequency generation experiment has also been proposed [8]. Within the frame of this work, I will mainly focus on another intriguing nonlinear optical effect, namely x-ray parametric down-conversion (PDC).

1.1. Literature review

PDC is a second order nonlinear process in which a pump photon interacts with the vacuum field via the nonlinear medium which leads to the generation of a photon pair: signal and idler. One of the most important applications of PDC in the optical regime is as a source for the generation of non-classical states of light, such as entangled photons and squeezed light [9]. The nonlinearity in the optical region can be described by an anharmonic oscillator. Important to note that the even orders of nonlinearity in the optical regime vanish in centrosymmetric crystals. For x-rays the situation is somewhat different. The process of x-ray PDC was first theoretically described by Freund and Levine in the late 60s [10]. I believe that at this moment it is important to explain the laws of energy and momentum conservation of the process, since I will be addressing to them throughout the entire Thesis. Similarly to the optical regime, the
photons generated during this process must satisfy energy conservation, which can be written as $\hbar \omega_p = \hbar \omega_s + \hbar \omega_i$, where indices $p$, $s$, and $i$ represent the pump, the signal, and the idler photons, respectively. The momentum conservation, which usually is called phase matching, cannot be achieved using conventional in nonlinear optics methods, such as periodic polling, birefringence, and rarely, anomalous dispersion. In x-ray wavelengths, at least for low-Z elements, the dispersion is normal, so that $n(\omega_1) > n(\omega_2)$ for $\omega_1 > \omega_2$, where $n$ is the refractive index at a certain frequency. In this case the phase-matching equation in following form $\vec{k}_p = \vec{k}_s + \vec{k}_i$, where $k$ represents the wave vector of the corresponding photon, cannot be met. However, the x-ray wavelengths are comparable to the distances between the atomic planes, thus the phase matching can be achieved by using the reciprocal lattice vector $\vec{G}$ [11]. The phase matching diagram is shown in Fig. 1.1 and the phase-matching equation can be expressed as

$$\vec{k}_p + \vec{G} = \vec{k}_s + \vec{k}_i. \quad (1.1)$$

![Figure 1.1 - x-ray PDC phase-matching scheme. The indices $p$, $s$, and $i$ represent the pump, the signal, and the idler, respectively, $G$ is the reciprocal lattice vector.](image)

The important conclusion to which Freund and Levine came is that the nonlinear optical response of x-rays originates mostly from free-electron properties (plasma-like nonlinearity) in materials rather than inversion asymmetry of a crystal thus is observable even in centrosymmetric crystals.
1.1.1. X-ray into x-ray PDC

Inspired by Freund and Levine proposal, Eisenberger and McCall in 1971 performed and reported an experiment in which they observed parametric conversion of x-ray photons [12]. The authors note that the nonlinearity coefficients at x-ray wavelengths are compensated by a large number of vacuum fluctuations which grows with frequency as \( \omega^3 \). They used an x-ray tube with a Molybdenum anode. Utilizing characteristic \( K\alpha1 \) line at \( \sim 17 \) keV and a Beryllium crystal as a nonlinear medium. The two detectors were placed in accord with the phase-matching equation and coincidence electronics analyzed the detectors signals. The authors observed x-ray photon pairs at about 8.5 keV at their coincidence spectrum. The input flux was about \( 2 \times 10^7 \) photons/sec. They report a rate of photon pairs about 1 pair per hour. Such low signal rate, mostly due to the lack of strong x-ray sources at the moment, casted doubt on such further experiments. Nevertheless, the importance of their work is not to be underestimated. Eisenberger and McCall designed a principally typical experimental setup, pointed that the x-ray PDC pairs should be observed in coincidence spectrum due to the strong linear processes such as Compton scattering and elastic Bragg diffraction. Moreover, the energy discrimination is to be applied in order to filter out residual Compton coincidence rate \( R_{cc} = R_{D1}R_{D2}\tau \), where \( R_{D1} \) and \( R_{D2} \) are Compton rate at each one of the two detectors, and \( \tau \) is the coincidence time window which was 52 nsec for the current experiment. For example \( R_{cc} \) in this experiment was about 0.3 pairs/sec whereas x-ray PDC coincidence rate was 4 orders of magnitude lower. Only in 1998 Yoda et al. reported the first x-ray into x-ray PDC experiment using synchrotron radiation (SR) [13]. They used a single diamond crystal as a nonlinear medium and observed a coincidence rate of about 6 pairs per hour. Later, in the years 1998-2003, Adams and colleagues conducted a series of experiments and improved the coincidence rate to about 1 pair per 13 seconds [14].

Rapid development of x-ray sources, such as SR sources and XFELs, offer the possibility of extending the quantum optics concepts developed in the visible region of the electromagnetic spectrum [9] to x-ray wavelengths. Paving the way to the further x-ray quantum optics experiments, Shwartz and Harris in 2011 proposed a theoretical model, describing the generation of the Bell states using the process of x-ray into x-ray PDC [15]. Analyzing the plasma-like nonlinearity under the phase-matching
conditions, they show the selection rules of obtaining each of the four Bell states. In the case of degeneracy (when $\hbar \omega_s = \hbar \omega$), only two of the four Bell states can be created. Moreover, in this situation the restriction on the polarization of the pumping beam is also applied, namely the polarization of the input beam must be out of the scattering plane. When working off of the degenerate frequency, all of the four Bell states may be generated by choosing the angle of incidence of the pumping beam and its polarization can be either in, or out, of the scattering plane. In 2012 Shwartz et al. reported an experiment in which they improved signal-to-noise ratio (SNR) by an order of magnitude by working in transmission (Laue) geometry rather than in reflection (Bragg) with respect to the previous report [16]. Another important result of this work is that the authors demonstrate that in the presence of loss, inherent in x-ray regime due to photoionization, theories based on the Heisenberg picture [17-19] become incorrect, and the appropriate Langevin term must be included into the wave equations. The authors find an agreement between the experiment and the Heisenberg-Langevin equations. The essential improvement of the experimental setup in x-ray into x-ray PDC was made by our group in 2016 [20]. By utilizing the polarization properties of the elastic and nonlinear processes, we show how to suppress the background noise to its minimal values. Important to note that we observed the PDC pairs without any energy discrimination. The angular separation between the generated photons is about 2 degrees which makes them nearly collinear. This work is a part of the current thesis and will be described in details in Chapter 2. I would like to note that the proposed geometry became standard in the experiments utilizing x-ray photon pairs [21-23]. In Ref. 21 the first application of x-ray photon pairs is presented. The authors utilized the anti-correlation properties of the k-vectors of the generated photons to image an object. In Ref. 22 the quantum nature of the generated pairs is shown, the authors demonstrate the sub-Poissonian distribution of the detected pairs. I note, that before that work the quantum nature of the generated pairs had not been demonstrated. Moreover, the comparison between the thermal radiation source and quantum radiation source based on x-ray PDC shows large advantage of the quantum approach in case of imaging application. In Ref. 23 the authors demonstrate the single-photon nature of Bragg diffraction process using the x-ray PDC as a source of correlated photons and a highly oriented pyrolytic graphite (HOPG) crystal as a beam splitter.
1.1.2. Nonlinear x-ray spectroscopy

As was mentioned above, PDC is a process that incorporates the vacuum field at the signal and idler frequency as a source of the outcome photons. Since in vacuum the entire spectrum of electromagnetic frequencies is presented, the generation of any pair of photons, as long as they satisfy the phase matching, is possible. This makes x-ray PDC a base for a novel spectroscopy method. We can divide the effect into three regimes with respect to the frequency of the idler photon: x-ray into x-ray, x-ray into ultraviolet (UV), and x-ray into visible PDC. Each one of the processes is different in terms of experimental observations and the properties of material that they reveal. The relevant parameter of x-ray into x-ray PDC is the structure factor of total electron charge density [10, 12], x-ray into UV PDC reveals the charge density of the valence electrons [24], and x-ray into visible provides information about charge redistribution under the optical (visible) field [25, 26]. The nonlinear interactions between x rays and longer wavelengths are particularly interesting, since they present novel physics involving fundamental aspects of light-matter interaction. The main focus of this part of the thesis will be at the x-ray into UV PDC. However, it is extremely important to provide a brief excursion into the x-ray into visible PDC studies. This regime can shed light on the microscopic structure of an optical response of materials. Despite all the progress made in the optical science, our knowledge of the optical properties of materials remains rather limited. All the available measurements provided only macroscopic information due to the limited spatial resolution. Deeper understanding of the optical response, including that on the microscopic level, is necessary, since the optical methods are extremely powerful tools in vast range of studies.

The effects of x-ray and visible sum frequency generation (SFG) and x-ray into visible PDC were first theoretically described in the early 70s [25, 26]. They are akin processes in the sense that they govern the same nonlinear coefficients. Intuitively, they can be viewed as nonlinear x-ray diffraction from optically induced charge density. The x-ray photons is being scattered from the material exposed to an optical field and the energy of the scattered photon is shifted by the energy of the optical field. From those early works, one can extract the main idea of the method. The linear optical susceptibility \( \chi^{(1)}(\vec{r}) \) is incorporated in the second order nonlinear susceptibility \( \chi^{(2)}(\vec{r}) \), and similarly to the conventional Bragg diffraction, we measure the Fourier
coefficients of the second-order susceptibility $\chi^{(2)}_G(\vec{r})$, where $G$ is the appropriate reciprocal lattice vector. The observation of the effects, however, is very challenging.

The observation of the effect of x-ray and optical SFG was reported only in 2012 by Glover et al. [27]. They used an XFEL at 8 keV and an optical laser at 1.55 eV (800 nm) pulses from a Ti-Sapphire laser. The reciprocal lattice vector C(111) of a diamond crystal was used for the phase matching. They filter out the output x-ray signal by using a crystal analyzer. At the expected energy of 8.0016 keV the authors found a prominent peak that corresponds to the SFG signal which is shown in Fig. 1.2. Another observation that the authors made is the polarization properties of the process. When the polarization of an optical beam is in the diffraction plane (P-polarization) the signal is maximal, whereas when the polarization is normal to the diffraction plane (S-polarization), the signal becomes nearly zero. Despite the success of this experiment, there is a big challenge with the application of this process for material studies – the low efficiency of the process. The effect depends linearly on the intensity of the input optical laser. Most of the times, the optical intensities that are required for the observation of the SFG are larger than the radiation damage threshold of most materials. Another limitation of this process is that the SFG can be observed only in transparent for an optical laser materials and thus cannot be applied for a large class of media e.g. metals.

![Figure 1.2 SFG signal energy versus analyzer angle. Inset shows energy relative to the x-ray pump at 8 keV. Black line represents the Gaussian fit. The image is taken from Ref. 27.](image-url)
Another nonlinear process that allows to measure the same nonlinear coefficients is x-ray into visible PDC. This process does not require the sample to be transparent for visible radiation since the visible photon is generated during the process already inside the crystal where the pump beam interacts with the crystal. Since the photons are generated in pairs during the PDC process, we know that by measuring the x-ray signal photons, the visible idler photon was generated also. Most of the times it is not possible to detect the visible or UV idler photon due to the strong visible fluorescence or high absorption inside the material. The observation of x-ray into visible PDC is challenging for the following reasons: the photon energies of the generated x-ray signal differ by only a few eV from the photon energy of the pump and the photons are generated almost into the same direction as the Bragg diffraction due to the phase-matching considerations. This requires a highly collimated and monochromatic input beam and a careful design of the experimental setup. In 2017 Schori et al. reported an observation of x-ray into visible PDC using SR. The signals corresponding to the idler energies in the range 280-650 nm were measured. The authors found a reasonable agreement between the experimental results, SFG results, and the theory [28].

Since most of the valence electronic resonances of materials are in the UV range, the process of x-ray into UV PDC becomes of a great interest as a foundation for a novel x-ray spectroscopy technique. The first proposal to probe valence electron density by x-ray into UV PDC was made by Freund in 1972 [29]. Freund has shown that when the idler energy is comparable to the binding energy of valence electrons, the contribution to the nonlinear response from the valence electron charge density is dominant. About a decade later, Danino and Freund reported an observation of x-ray into UV PDC using a laboratory x-ray tube [30]. The authors used a Cu Kα beam as a pump further monochromatized by a long channeled Ge crystal. The (200) reflection of a LiF crystal was chosen to achieve the phase-matching conditions. The signal that corresponds to the idler energy of 335 eV was observed. The major challenge they had faced is filtering the signal from parasitic radiation. They used a Cobalt filter with K-absorption edge at 7.71 keV to filter out the elastic and Compton scattering. The separation of the signal beam and the tail of the elastic is done by rocking the crystal (rocking curve). Only in 2007 the observation of the effect using SR was reported by Tamasaku and Ishikawa [31]. They used a C(111) reflection of a diamond crystal for
the phase matching and the idler energy of 100 eV. In that work the authors used a NaI scintillation counter and a bent crystal analyzer tuned to the \( \hbar \omega_p = 100 \text{ eV} \) in order to filter out the Compton and elastic scattering. Very interestingly that on the rocking curve there was not only a peak that corresponds to the PDC signal but also a dip. The authors interpreted this shape as a Fano interference between Compton scattering and x-ray PDC where the Compton mechanism plays a role of a continuum excitation and x-ray into UV PDC is the discrete excitation [32]. The authors note, however, that the nature of this shape is an open question. Looking ahead, I must say that during my experiments on x-ray into UV PDC I did not observe such a shape. The explanation is that the idler energies that Tamasaku and his colleagues were working in laid on the Compton tail whereas the region of interest of this work is much closer spectrally to the elastic beam.

Investigating the effect further, Tamasaku and his colleagues extracted the nonlinear second-order susceptibility from the Fano shaped rocking curves and reported the first spectrum of x-ray into UV PDC in 2009 [33]. When the idler energy lies well below \( K \)-absorption edge of carbon at 289 eV, the line shape is Lorentzian. When idler approaches the edge, the rocking curve becomes asymmetric, and above the absorption edge there is a dip on the rocking curve rather than a peak. When approaching 310 eV idler energy, the rocking curves become asymmetric again. All the rocking curves fit to the Fano formula [32], and the second order nonlinear susceptibility is extracted. The obtained spectrum shows a prominent enhancement of the nonlinear susceptibility near the \( K \)-absorption edge which contradicts early theoretical study [34]. The authors also briefly mention that the resonant behavior of the nonlinear susceptibility is observed for a different reciprocal lattice vector of a diamond C(111) and also for another material: silicon with the reciprocal lattice vector Si(111) at the \( L_{2,3} \)-absorption edge (around 100 eV) and not at the \( L_1 \)-absorption edge probably due to the selection rules. Later, in 2016 Barbiellini and collaborators derive a theory of a renormalization term near the absorption edges using the first principle calculations [35]. They provide the explanation of the effects observed in Ref. 34. The authors come to a conclusion that when the atomic scattering factor \( f_1 \) becomes negative, one should expect a resonant behavior of the nonlinear susceptibility in this energy range. They emphasize that the atomic scattering factor \( f_1 \) should be calculated for solids because it is different from that calculated for free atoms.
Now let us recall another extremely important property that the effect of x-ray PDC possesses. As I mentioned above, the effect provides microscopic information about optical response of materials. The conventional Bragg diffraction which probes the $G$-th Fourier component of the linear susceptibility $\chi^{(1)}_G$, where $G$ is the corresponding reciprocal lattice vector. The linear susceptibility, in turn, is proportional to the electron charge density, and by measuring the reflection from many reciprocal lattice vector, one can reconstruct the real-space charge density using Fourier-synthesis methods. Similarly to that during the x-ray PDC process, one probes nonlinear susceptibility $\chi^{(2)}_G$ which incorporates the linear susceptibility $\chi^{(1)}_G$. Specifically in the x-ray into UV PDC, the linear susceptibility is proportional to the valence electron charge density [29]. This allows to reconstruct the real-space valence charge density distribution. As a perfect illustration of this idea, well-known Kenji Tamasaku and his team in 2011 published a truly remarkable work [36]. In Fig. 1.2 the reconstructed real-space linear susceptibility at 60 eV is presented with a cut along the 110-plane. Carbon atoms are located at the center of blue spheres. The average linear susceptibility $\chi^{(1)}_0 (\omega_i)$ is negative. Thus, the blue spheres respond to light in phase whereas the red

Figure 1.3 Three-dimensional view of normalized linear susceptibility at 60 eV idler energy. Carbon atoms are in the blue spheres, solid lines represent the binding electrons. The image is taken from Ref. 36.
discs in the opposite phase. Interestingly, that the red areas have greater contribution to the optical response than the blue areas.

The resolution achieved in this work is \( \lambda / 380 \). Further studies on x-ray into UV PDC will be detailed in Chapter 3 as they are part of this thesis. The extension of the method on the collective phenomenon such as plasmons [37] and Fermi energy [38] will be discussed in Sections 3.1 and 3.2 respectively. Section 3.3 will be dedicated to the significant improvement of the results obtained using a laboratory x-ray tube source showing feasibility of performing nonlinear spectroscopy measurements in a lab environment.

X-ray into UV PDC has already shown a great potential to become a powerful tool to study electronic properties of materials. The technique can supplement the arsenal of methods of material science and solid state physics. In some cases, x-ray into UV PDC has advantages over the conventional methods based on the analysis of emitted photoelectrons (Angle-Resolved photoemission spectroscopy - ARPES) [40], Auger electrons [41], and characteristic losses of the energy of the electrons (Electron energy loss spectroscopy - EELS) [42]. X-ray into UV PDC does not require vacuum in the volume of the sample and the detectors and expensive electron detection systems. Also unlike conventional x-ray methods based on inelastic x-ray scattering, resonant and non-resonant [43], x-ray into UV PDC provides a direct probe of properties of valence electrons and atomic-scale spatial resolution simultaneously.

1.2. **Two coupled wave equations**

The generation of a photon pair during the x-ray PDC process can be described by the two coupled wave equations that include losses [16]. The standard method to describe quantum systems that exhibit loss is an introduction of an appropriate Langevin term into the picture [44, 45]. The coupled wave equations are written under slowly varying envelope approximation (SVEA) and undepleted pump approximation:

\[
\frac{\partial a_i}{\partial z} + \frac{\alpha_i}{\cos \theta_i}a_i = \kappa' a_i^* \exp(i\Delta k_z z) + \sqrt{\frac{2\alpha_i}{\cos \theta_i}} f_i, \quad (1.2.1 \text{ a})
\]
\[
\frac{\partial a_i^+}{\partial z} + \frac{\alpha_i}{\cos \theta_i} a_i^+ = \kappa^{*} a_s \exp(-i\Delta k_z z) + \sqrt{\frac{2\alpha_i}{\cos \theta_i}} f_i^+ ,
\]
(1.2.1 b)

where \( a_s, a_i \) are the signal and the idler annihilation operators with the commutation relation

\[
[a_j(z_j, \mathbf{q}_j, \omega_j), a_k^+(z_k, \mathbf{q}_k, \omega_k)] = \frac{1}{(2\pi)^3} \delta(j, k) \delta(z_j - z_k) \delta(\mathbf{q}_j - \mathbf{q}_k) \delta(\omega_j - \omega_k) ,
\]
(1.2.2)

the angles \( \theta_s, \theta_i \) are the signal and the idler angles taken from the solution of the phase matching equation (1.1), \( \alpha_s, \alpha_i \) are the absorption coefficients at the signal and idler frequency respectively and

\[
\kappa' = \frac{i\kappa}{\sqrt{\cos \theta_s \cos \theta_i}} ,
\]

where \( \kappa \) is the nonlinear coupling coefficient. \( \Delta k_z = k_p \cos \theta_p - k_s \cos \theta_s - k_i \cos \theta_i \) is the phase mismatch. We assume that in the directions \( x, y \) phase matching conditions are preserved, \( k_j \) is a wave vector of the corresponding photon. The terms \( f_s, f_i \) are the Langevin noise operators that satisfy commutation relation

\[
[f_j(z, \mathbf{q}, \omega), f_k^+(z', \mathbf{q'}, \omega')] = \frac{1}{(2\pi)^3} \delta(j, k) \delta(z - z') \delta(\mathbf{q} - \mathbf{q'}) \delta(\omega - \omega') ,
\]
(1.2.3)

where \( \mathbf{q}_j = (k_{jx}, k_{jy}) \) is the transverse wave vector, \( k_{jx} \) and \( k_{jy} \) are the wave-vector components parallel to the surfaces of the crystal, \( z \) is the direction normal to the surface of the crystal.

The single detector count rate can be calculated via the relation

\[
R_s = \left\langle a_s^+(\mathbf{r}, t) a_s(\mathbf{r}, t) \right\rangle ,
\]

the coincidence count rate is

\[
R_c = A \iint G(\mathbf{u}, \tau) d\mathbf{u} d\tau ,
\]

where

\[
G(\mathbf{u}, \tau) = \left\langle a_s^+(\mathbf{r}_1, t_2) a_s^+(\mathbf{r}_1, t_1) a_s(\mathbf{r}_1, t_1) a_s(\mathbf{r}_2, t_2) \right\rangle .
\]
(1.2.4)
Here, $A$ is the area of the pump at the input of the nonlinear crystal, $\mathbf{u} = \mathbf{r}_2 - \mathbf{r}_1$, and $\tau = t_2 - t_1$. For details of the solution of the equations (1.2.1) see Appendix A.

1.3. Nonlinear current density

Light-matter interactions may be presented as coupling between Maxwell equation (light) and Newton equation of an electron motion (matter). This is valid if we assume classical particles. This approach shows how the incoming electromagnetic field induces polarization in the material which, in turn, acts as a driving force of the resulting radiation. In this section I discuss the case of x-ray into x-ray PDC and consider the motion of electrons as they were free under the x-ray fields since the energy of x rays is much larger than the binding energies in crystals (correct for low-Z elements). A more general problem when we cannot neglect the binding electron energy is a subject of this thesis and will be detailed in Chapter 3.

The linear optical response of materials can be described in terms of polarization under the incoming field $\mathbf{P}_i = \varepsilon_0 \chi^{(1)}_{ij} \mathbf{E}_j$, where $\varepsilon_0$ is the vacuum permittivity, $\chi^{(1)}_{ij}$ is the linear electric susceptibility tensor, and $i$ and $j$ represent Cartesian components. Note that the Einstein summation convention is applied. When the incoming field is strong enough, the optical response is no longer linear, in this case we must use a general form of the expression for polarization $\mathbf{P}_i = \varepsilon_0 \chi^{(1)}_{ij} \mathbf{E}_j + \chi^{(2)}_{ijk} \mathbf{E}_j \mathbf{E}_k + \chi^{(3)}_{ijkl} \mathbf{E}_j \mathbf{E}_k \mathbf{E}_l + ...$, and the nonlinear polarization of interest to us, respectively, will be $\mathbf{P}^{NL}_i = \varepsilon_0 \chi^{(2)}_{ijk} \mathbf{E}_j \mathbf{E}_k$. We will work in terms of nonlinear current density rather than polarization, the relation between them is simply $\mathbf{J}^{NL}_i = \dot{\mathbf{P}}^{NL}_i$.

In order to find the nonlinear coupling coefficient from the system of equation (1.2.1), we need to calculate the nonlinear current density $\mathbf{J}^{NL}_s$, here the index $s$ represents a signal frequency at which the nonlinear current oscillates. The relation
between them is given by \( \kappa = (2\hbar \eta_p \eta_s \omega_p \omega_s) \frac{1}{3} \varepsilon_0 d_{\text{eff}} E_p \), where \( \eta_j \) is the wave impedance at the corresponding frequency, and \( d_{\text{eff}} = -\frac{i J_{NL}^{s}}{2 \varepsilon_0 \omega s E_p E_i^*} \) is the effective nonlinear susceptibility. We write the equations of motion of an electron under the driving field and the equation of continuity:

\[
\frac{d\vec{v}}{dt} = -\frac{q_e}{m_e} (\vec{E} + \vec{v} \times \vec{B}), \quad (1.3.1 \ a)
\]

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0, \quad (1.3.1 \ b)
\]

where \( q_e \) and \( m_e \) are the electron charge and mass respectively, \( \vec{v}(\vec{r}, t) \) is the velocity field of the electrons, and \( \rho(\vec{r}, t) \) is the electron density. Note that in equation (1.3.1\ a) the total derivative is used and can be written explicitly via the chain rule using the convective derivative \( \frac{d\vec{v}}{dt} = \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla)\vec{v} \). We assume our fields to be plane waves

\[
\vec{E}_j = \frac{1}{2} (E_0 \exp(i k_j \vec{r} - \omega_j t) + \text{c.c.}), \quad \text{here the index } j \text{ represents the corresponding field (pump, signal or idler).}
\]

Since the electron charge distribution in crystals is periodic, we may use Fourier components of the charge density \( \rho_G = \int \rho(\vec{r}) \exp(-i \vec{G} \cdot \vec{r}) d\vec{v} \), where \( \vec{G} \) is the reciprocal lattice vector. Using a perturbation theory approach, one can write the nonlinear current density at the signal frequency \( \omega_s \) in the following form [12, 46]:

\[
\vec{J}^{NL}(\omega_s = \omega_p - \omega_i) = \rho_0 \vec{v}^{(2)}_s + \rho_p^{(1)} \vec{v}^{(1)*}_i + \rho_i^{(1)*} \vec{v}^{(1)}_p, \quad (1.3.2)
\]

where \( \rho_0, \rho_p^{(1)}, \rho_i^{(1)} \) are the unperturbed and perturbed charge densities at the idler and the pump frequencies respectively, and \( \vec{v}^{(2)}_s, \vec{v}^{(1)}_p, \vec{v}^{(1)}_i \) are the velocities at the signal, the pump, and the idler respectively. One can obtain the following expression for the envelope of the nonlinear current density [15]:

\[
\]
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\[ J_s^{NL} = -\frac{q_e \rho_c \omega_p E_i^*}{2m_e^2 \omega_p^2 \omega_i^2} \left[ \omega_i \omega_p (\vec{G} \cdot \hat{e}_i)(\hat{e}_p \cdot \hat{e}_i) - \omega_i \omega_s (\vec{G} \cdot \hat{e}_s)(\hat{e}_i \cdot \hat{e}_s) + \omega_p \omega_s (\vec{G} \cdot \hat{e}_i)(\hat{e}_p \cdot \hat{e}_s) \right], \] (1.3.3)

where \( \hat{e}_j \) is the polarization vector of the corresponding field. We see three terms that contribute to the nonlinear response: Lorentz force, Doppler current in which the photon at one frequency inelastically scattered by charge oscillation at another frequency, and displacement of the electrons at one frequency results in the electron sampling a different portion of the field at another frequency.
Chapter 2

X-ray PDC as a source of paired photons

2.1. X-ray photon pairs with highly suppressed background

As was mentioned, one of the most important application of PDC in the optical regime is as a source for the generation of nonclassical states of light, such as entangled photons and squeezed light [9]. The extension of quantum optics into the x-ray regime would open new possibilities for research that would most-likely gain from the existence of commercially available detectors with nearly unity quantum efficiency and with photon-number-resolving capabilities.

2.1.1. Introduction

Although the effect was described theoretically [10] and observed experimentally [12] almost a half of century ago, until this moment, only a few experiments were reported [13, 14, 16]. In recent years several quantum effects in the x-ray regime have been demonstrated, for example, modulation of single $\gamma$-photons [47], collective Lamb shift [48], and electromagnetically induced transparency [49]. A method for generating Bell states at x-ray wavelengths by using x-ray into x-ray PDC was proposed in 2011 [15]. However, despite the advantages of PDC over other methods no evidence for such non-classical states of x-ray radiation using PDC has
been reported before this research. There are several major challenges that hamper the use of x-ray PDC as a source for research in the field of quantum optics: 1) the pump photons are Compton scattered into almost any direction. Since the cross section of Compton scattering in a typical experiment is about five orders of magnitude higher than the cross section of PDC, a non-negligible portion of the Compton scattered photons is registered erroneously as PDC photons by the detection electronics. Moreover, Compton scattering limits the input flux to a level at which the Compton scattering rate is much smaller than the inverse of the dead time of the detectors. Thus Compton scattering restricts the enhancement of the rate of x-ray pairs generated via PDC. 2) A large number of quantum optics effects such as the Hong-Ou-Mandel effect [50] and the Bell inequality [51] could be advanced if the emerging generated signal and idler photons were collinear and indistinguishable. However momentum conservation (phase matching) for collinear x-ray PDC is very near the Bragg condition, and since the strength of Bragg scattering is orders of magnitude stronger than the strength of PDC, collinear x-ray photons have never been observed. 3) The bandwidth of x-ray PDC is predicted to be on the order of several kilo electron-Volts [16] while x-ray optical components (except from detectors) have bandwidths narrower than a few hundred electron-Volts.

In this Chapter I will describe an experiment demonstrating how to suppress Compton and Bragg scattering, while increasing the coincidence count rate of the photon pairs that are generated by x-ray PDC, which results in the observation of nearly collinear x-ray photons.

### 2.1.2. Theoretical basis

As was mentioned in Subsec. 1.1. similarly to the visible regime, in x-ray PDC the pump and the generated photons must satisfy energy conservation, which can be written as $\hbar \omega_p = \hbar \omega_s + \hbar \omega_i$. The indices $p$, $s$ and $i$ represent the pump, the signal, and the idler respectively. We also recall, that since the x-ray wavelengths are comparable to the distances between the atomic planes, phase matching can be achieved by using the reciprocal lattice vector $\vec{G}$ [11]. The phase matching diagram is shown in Fig.
2.1(a) and the phase matching equation is expressed as \( \vec{k}_p + \vec{G} = \vec{k}_s + \vec{k}_i \), where \( k \) denotes the wave vector of the corresponding photon.

Because of the weak dispersion in the x-ray regime, the magnitudes of phase matching angles for frequency-degenerate idler and signal are very close to the Bragg angle. Consequently, the phase matching angles for collinear degenerate signal and idler are within the rocking curve of the Bragg diffraction. Since in most cases Bragg scattering is much stronger than PDC, the observation of collinear signal and idler photons requires the suppression of Bragg scattering.

To understand the approach to eliminating Bragg and Compton scattering, we recall the Klein-Nisina formula for the Compton differential cross-section in case of the input photon energy is much smaller than the rest mass of electrons that is 511 keV,

\[
\text{\[52\]}
\]

Figure 2.1 (a) Phase-matching scheme. (b) Schematic of the experimental setup. The indices \( p, s, \) and \( i \) are for the pump, signal, and idler respectively, \( \vec{G} \) represents the reciprocal lattice vector orthogonal to the (660) atomic planes and \( \hat{\epsilon} \) is a polarization vector. D1 and D2 indicate the two detectors.
\[ \frac{d\sigma_{\text{th}}}{d\Omega} = r_e^2 \cos^2 \theta, \quad (2.1.1) \]

where \( \theta \) is the scattering angle, \( \Omega \) is the solid angle, and the \( r_e \) is the classical radius of electron. It is clear that the equation (2.1.1) approaches zero when the scattering angle is 90 degrees. As a result, under these conditions both Compton and Bragg scattering are highly suppressed.

As discussed in Subsec. 1.3., the nonlinearity that dominates at x-ray wavelengths is a plasma-like nonlinearity [12, 46]. A non-uniform charge density distribution and the Lorentz force are the essence of the second order nonlinearity even in centro-symmetric crystals. The nonlinear current density given by the equation (1.3.3) in the geometry when the scattering angle is 90 degrees, assuming that the signal and the idler photon are generated in the same direction, can be approximated to

\[ j_{i,s}^{NL} = \frac{q\rho_G E_p E_i}{2m^2 \omega_p^2 \omega_i} (\vec{G} \cdot \hat{e}_p)(\hat{e}_i \cdot \hat{e}_s). \quad (2.1.2) \]

Comparison of the equations (2.1.1) and (2.1.2) clearly shows us that unlike the cross-sections for Compton and Bragg scattering, the nonlinear current density for pump polarization in the scattering plane and angles between the source and the detector are close to 90 degrees is non-negligible, since the scattered idler and signal (indices \( i \) and \( s \) respectively) are nearly collinear and the angle between the pump photon and the reciprocal lattice vector is around 45 degrees. Hence under these conditions, we expect to measure x-ray pairs with negligible background. Similar approach was used, for example, in a work demonstrating the effect of nonlinear Compton scattering [53]. We also note that similar to Bragg scattering, the nonlinear scattering is proportional to the Fourier component of the electron density corresponding to the chosen reciprocal lattice vector. However, unlike Bragg scattering it is also proportional to the magnitude of the reciprocal lattice vector. Thus, although, the Fourier component decreases at higher order reflections, the dependence on the reciprocal lattice vector moderates the reduction of the nonlinear current at higher order reflections. Consequently we can choose the pump photon energy to be high enough to reduce the undesired effects of loss.
2.1.3. **Experiment**

The experiment described here was conducted at beamline ID-10 of the European Synchrotron Radiation Facility. The schematic of the experimental setup is shown in Fig. 2.1 (b). A monochromatic pump beam at a photon energy of 21 keV illuminates a high quality diamond crystal with dimensions of 4 mm × 4 mm × 0.8 mm in transmission (Laue) geometry. We use the reciprocal lattice vector normal to the C(660) atomic planes for phase matching. The angle that satisfies the Bragg condition for those atomic planes is 44.73 degrees. The scattering angle in this case is almost 90 degrees. The generated signal and idler photons are collected by two silicon drift detectors (SDD) with a diameter of 5.6 mm located 800 mm from the crystal. The average input intensity is $2 \times 10^{12}$ photons/s. We estimate that the polarization ratio between the in-plane and the out-of-plane polarizations of the pump beam is about $10^3$. The coincidence electronics records only photons that hit two detectors within a time window of 370 ns. The coincidence circuit is depicted in Fig. 2.2. Each of the SDDs, when a photon hits the detector, produces a logic signal that then goes into a logic unit AND. Simultaneously, the detectors produce the analog signal from their multi-channel analyzers (MCA) that have energy resolution. When two logic signals hit the AND unit

![Coincidence electronic circuit](image)

**Figure 2.2** Coincidence electronic circuit. The detectors $D1$ and $D2$ produce logic signals that trigger the logical unit AND. When the coincidence event occurs, the analog signals from detector’s multi-channel analyzers are recorded by the digitizer.
within the time window mentioned above, it produces a pulse and triggers the digitizer to record the analog signals. Next, we scan through the data and apply the following rule as a photon energy filter for each of the coincidence events: the sum of the energies from the two detectors equals to the pump energy within an energy window of 500 eV. All experimental data are corrected for air absorption.

In order to estimate the background noise, we measure the detector count rates when the crystal and the detectors are at the phase matching angles. The average total count rate is about \((2.21\pm0.05) \times 10^3\) photons/s at detector \(D_1\) and \((2.12\pm0.05) \times 10^3\) photons/s at detector \(D_2\), which agrees with the Thomson cross-section calculation for the current polarization ratio of the beamline. The typical spectrum is shown in Fig. 2.3. The narrow peak on the right is the elastic scattering, the second peak with an energy shift of 800 eV is the Compton scattering (the calculated Compton shift is 826 eV). The broad peak with the energy shift of 1.5 keV is so-called the escape peak. This is a well-known artefact of silicon-based detectors. It happens when the photon loses its kinetic energy on the \(K\)-edge of Silicon in the detector. The inset shows the details of the

![Typical raw spectrum measured by a single detector](image)

**Figure 2.3** Typical raw spectrum measured by a single detector. The Compton peak is at the calculated photon energy. The peak with the energy shift of 1.5 keV from the elastic is the escape peak. The inset shows the structure at the energies of interest. Several fluorescence peaks originated mainly from elements such as iron and lead are clearly seen in the range of 6 keV – 15 keV.
spectrum in the area of interest. Fluorescence peaks originated mainly from elements such as iron and lead are present due to the presence of those elements in the experimental hutch. A fast slope in the spectrum around 5 keV is due to the lower efficiency of the detector at those energies. We estimate the energy resolution at 21 keV to be about 400 eV according to the full width at half-maximum (FWHM) of the elastic peak.

2.1.4. Results and discussion

Next, we measure the coincidence count rate. By using a setup where the angles between the source and the detectors are near 90° we reduced the Compton count rate to its minimal values. This allows us to choose the deviation angle of the pump from the Bragg angle to be as small as the FWHM of the rocking curve of the Bragg diffraction and thus increase the PDC count rate. It is important to note that the deviation angle in the present experiment is limited only by the physical dimensions of the detectors, which restricts the possibilities for phase matching.

Energy histograms at the frequency degenerate phase-matching case for the angular separation of 2.3° between the detectors are shown in Fig. 2.4. The degenerate case is defined as $\omega_i = \omega_f = \omega_0$, where $h\omega_0$ is the degenerate photon energy. Here, panels (a) and (b) correspond to the first and the second detector respectively. Of importance, even without applying the energy filter described above it is seen that the peaks corresponding to the PDC effect are pronounced. The total count rate obtained 0.149 ± 0.003 pairs/s. The photon energy filter removes the accidental coincidence Compton counts. The PDC count rate after applying the filter is 0.088 ± 0.002 photons/s with a bandwidth of than 1.5 keV at the FWHM. The Heisenberg-Langevin theory described in Subsec. 1.2. predicts a bandwidth of about 3.5 keV at the FWHM and a count rate of 2.6 pair/s.
Figure 2.4 Energy histograms of the measured coincidence count rate at the degeneracy for detectors $D1$ and $D2$ are depicted on a) and b) respectively. Raw coincidence data and results of applying the energy conservation filter, i.e. the sum of the energies of each coincidence event equals to the pump energy within an energy window of 500 eV. Solid lines are theoretical calculations.

If we move the detectors from the degenerate phase-matching position we should observe a corresponding shift in the coincidence spectra. Indeed, Fig. 2.5 shows energy histograms at the off-degenerate phase matching after applying the photon energy filter. Here, panels (a) and (b) correspond to the off-degenerate conditions of $\omega_s/\omega_{s0} = 1.2$ and $\omega_s/\omega_{s0} = 1.4$ respectively. As we move further away from the degeneracy the coincidence count rate drops down. At $\omega_s/\omega_{s0} = 1.2$ we measure $0.058 \pm 0.002$ pairs/s and at $\omega_s/\omega_{s0} = 1.4$ only $0.012 \pm 0.001$ pairs/s. In the latter case, the PDC signal is outweighed by the Compton tail and it is observed only with the photon energy filter. The divergence in coincidence count rate between the theory and the experiment is about factor of 20. The model assumes that the pump is a plane wave whereas in reality it has a finite width. In addition, the theory does not take into account the overlap between the pump and the generated beams and the rich temporal structure of the beams. We define the SNR as the ratio between the PDC and the Compton tail count rate at this spectral region. The obtained SNR is 113 for the degenerate energy.
Figure 2.5 Coincidence diagrams after applying the energy conservation filter for the cases off the degeneracy a) $\omega_s/\omega_{s0} = 1.2$ and b) $\omega_s/\omega_{s0} = 1.4$.

In conclusion, we have demonstrated how to generate x-ray photon pairs with negligible background by using a geometry where the angles between the pump and the emerging photons are nearly 90° and the pump polarization is in the scattering plane. The maximum coincidence count rate was about 0.1 pairs/s and the Compton count rate was about $2 \times 10^3$ photons/s whereas in the previous work described in Ref. [6] the highest count rate of PDC was 0.025 pairs/s and the Compton count rate is about $2 \times 10^4$ photons/s for an input intensity of $2 \times 10^{11}$ photons/s. Such a significant background suppression allowed us to measure the actual coincidence count rates without any energy discrimination. Consequently, in contrast to all previous reports, in the present work the coincidence count rates at the degeneracy do not depend on the choice of the energy discrimination and the energy histograms we have described in this paper represent the true spectra of the coincidence counts. Our results can be further improved with higher ratio between the polarizations of the input beam. This can be achieve either by using undulators with better polarization ratio or by using x-ray polarizers before the generating crystal. Since by using the geometry we present here Compton scattering
is greatly reduced, the input intensity can be increased substantially without saturating the detectors. Finally, since in the geometry we describe here Bragg scattering is highly suppressed as well, our experiment shows the way to generate collinear indistinguishable x-ray pairs via PDC. This can lead to the observation of quantum optics effects such as the Hong-Ou-Mandel effect with x-rays. It is interesting to note that the theoretical calculation of the coincidence count rate of collinear signal and idler predicts that the temporal width of the biphoton wave function can be shorter than 100 attoseconds. In Fig. 2.6 the calculations of the second-order correlation functions are shown for different phase-matching configurations [54]. This is shorter than any previously discussed biphoton wave functions and it is enabled by the very large pump frequency and the very weak dispersion in the x-ray regime.

![Graphs showing correlation functions for different phase-matching configurations.](image)

**Figure 2.6** Calculation of the second-order correlation function for several phase-matching configurations for the case of degenerate energy. $\Delta$ is the offset from the Bragg angle. The correlation time is the smallest when the offset is the smallest, i.e. the generated photons are nearly collinear.

The summary of this project was published in 2016 in a peer review journal Physical Review A [20].
2.2. Joint works

In this Section I would like to describe briefly the experiments, in which I have participated and contributed. The experimental setups are based on the geometry from the previous section.

The first application of x-ray photon pairs was reported by Schori et al. [21]. We utilized the 90 degrees geometry developed previously. The idea was to show a ghost imaging (GI) technique with correlated photons. GI utilizes the correlation between two spatially separated beams to retrieve information about an unknown object. In a typical scheme of GI one of the beams interacts with the object and is being collected by a single-pixel detector behind it. The second beam is collected by a detector with spatial resolution. The object is reconstructed by the correlation function between the two detectors since the data from each one of them is insufficient for the imaging. The type of GI where the correlated photons are used is called quantum GI. PDC process commonly plays a role of a source of such correlated photons, at optical wavelengths the scheme is used extensively [55].

We conducted the experiments at the RIKEN SR physics beamline (BL19LXU) of Spring-8 [56]. The arm in which the object and detector without spatial resolution is placed, is called test, whereas the arm without the object and with the spatially resolving detector is called reference. The spatial resolution in the current experiment was achieved by scanning over the detector area with a 0.5 mm slit. The objects were 4-mm and 2-mm slits. Scanning with the slit is effectively moving the detector position so we expected to observe a shift in coincidence PDC spectrum in order to prove that we see the photons generated by x-ray PDC similarly to what is described in Subsec. 2.1.4 (see Fig. 2.5). Indeed, the shift was observed. In Fig. 2.7 we see a coincidence spectra as a function of a position of a reference slit for a 4-mm slit as an object. For 2-mm object the similar spectrum was observed.

Next, we select the photons within a certain bandwidth from the two detectors (in this case we chose the energy around the degenerate energy of 11.5 keV with the bandwidth of 500 eV) and reconstruct the object. In Fig. 2.8 the results of quantum GI
Figure 2.7 Coincidence spectra for the two detectors with a 4-mm object and 0.5-mm scanning slit. The image is taken from Ref. 21.

are shown with comparison to the direct imaging for 4-mm and 2-mm slits. The coincidence count rate in this experiment was about 7 pairs per hour due to the narrow energy bandwidth and small slit size. From the results it is seen that the background level is nominally zero. It is also clear from the results that our experimental scheme is well suited to measurements with extremely low count rates, which can be advantageous for a variety of quantum optics experiments. This is due to the extremely low noise of x-ray detectors and the use of coincidences and the energy resolution of our system.

Figure 2.8 Ghost imaging of (a) 4-mm and (b) 2-mm slits. The blue circles are the data that constitute the ghost imaging and the red triangles are direct imaging measurements by using a scanning slit behind the object. The direct imaging measurements are taken with \( \sim 10^6 \) counts per slit position and scaled to the peaks of the ghost images. The solid lines are guides for the eye. The image is taken from Ref. 21.
Another experiment using the same setup that I have participated in was conducted at P09 beamline of PETRA III Synchrotron of DESY [57]. At the moment of submission of this thesis the paper summarizing the results of this experiment is in preparation. However, I will describe the principal results of the work. The schematic of the experimental setup is depicted in Fig. 2.9. The SR beam hits a diamond crystal under the phase-matching conditions to generate a photon pair via PDC process. One of the photons plays a role of a trigger for the AND unit. On the optical path of the second photon, a beam splitter was placed with two detectors on both exits of the beam splitter (Transmitted and Reflected). The HOPG crystal under Bragg condition for the 10.5 keV beam was used as a beam splitter. We set the coincidence setup for the following logic: Trigger \cdot (Transmitted + Reflected), where the dot product means logical AND and plus means logical OR. This experiment is the extension of beam-splitter experiments conducted by Grangier et al. [58] into the x-ray region of the electromagnetic spectrum. We observed that the coincidence events are always between the Trigger and Transmitted or Trigger and Reflected and never between Transmitted and Reflected (triple coincidence). This is a proof that x-ray PDC is a source of single photons and not just a low count rate of a classical (thermal) source.

Figure 2.9 Experimental setup at P09 beamline at PETRA III Synchrotron. The incident beam at 21 keV illuminates the PDC crystal. The HOPG crystal is placed on an optical path of one of the generated PDC photons. The other optical path is free and its photon triggers the AND unit.
The experimental results are shown in Fig. 2.10. In Fig. 2.10 (a) the coincidence events before applying the energy filter are shown. We see that triple coincidence events are present (they correspond to the (1, 1) coordinates in the horizontal plane). Those events are the result of erroneously detected coincidence Compton photons. After applying the energy filter, they become strictly zero as shown in Fig. 10 (b).

Figure 2.10 Number of detections per Trigger event. Number of detections for each one of the two detectors (Transmitted and Reflected) per each Trigger detection. (a) Before applying the energy filter, (b) after the energy filter.
Chapter 3

Nonlinear x-ray spectroscopy

This Chapter will be dedicated to another intriguing regime of x-ray PDC, namely x-ray into UV PDC. Since most of the characteristic energies of the valence electrons that comprehensively define chemical properties of materials, are in the UV range, this regime of x-ray PDC can be used to probe those electron properties.

3.1. Evidence for collective nonlinear interactions in x-ray into UV parametric down-conversion

3.1.1. Introduction

Nonlinear spectroscopy based on the x-ray into UV PDC process has yet a long way to make until it becomes a routine spectroscopy technique in material science and solid-state physics. The number of reports in the literature dedicated to the process is very small comparing to the amount of information available regarding more traditional x-ray spectroscopy methods such and Compton scattering and RIXS. Until this work, the authors of x-ray into UV PDC related papers have considered only local responses [31-33, 35, 36, and 39]. In this Section I extend the study on nonlinear x-ray optics to include the interactions with a collective electron phenomenon, namely bulk plasmons. Looking ahead, I say that the spectrum of x-ray into UV PDC from a Diamond crystal in the energy range shows clear evidence of such interactions predicted by the generalized classical model of nonlinearity that will be developed further.
3.1.2. The model

I start by describing a theory that includes the interactions with plasmons and that predicts the existence of peaks far from atomic resonances (the binding energy of electrons in carbon are 12, 16, and 280 eV). Similarly to Subsec. 1.3. we consider a classical model of nonlinear current density. The nonlinear current density plays a role of a driving term that generates the signal wave. We recall that it can be found as a second order perturbation of electron motion [46]:

\[ j_{NL}^s = \rho_0 v^{(2)}_s + \rho^{(1)}_p \bar{v}^{(1)*}_i + \rho^{(1)*}_i \bar{v}^{(1)}_p, \]  

(3.1.1)

where \( \rho_0 \) is the unperturbed charge density, \( \rho^{(1)}_j \) is the charge density modulated by the \( j \)-th frequency, and \( v^{(n)}_j \) is the \( n \)-th order velocity at the \( j \)-th frequency. We generalize previously described model for x-ray into UV process. Namely, we do not neglect the restoring force in the equation of motion [27, 46]:

\[ \frac{\partial \bar{v}_j}{\partial t} + (\bar{v}_j \cdot \nabla) \bar{v}_j + \omega_0^2 \bar{r}_j = -\frac{q_e}{m_e} (\bar{E}_j + \bar{v}_j \times \bar{B}_j) \]  

(3.1.2 a)

\[ \frac{\partial \rho^{(1)}_j}{\partial t} + \nabla \cdot (\rho^{(1)}_j \bar{v}_j) = 0, \]  

(3.1.2 b)

where \( m_e \) is the effective electron mass, \( q_e \) is the electron electric charge, \( B_j \) is the magnetic field, \( E_j \) is the electric field strength of the corresponding wave, and \( \omega_0 \) denotes the resonance frequency. We assume that the motions of electrons at the signal and pump frequencies are free, since their photon energies are well above any electronic binding energy in the nonlinear medium. At the idler frequency we include the restoring force term, since the idler photon energy is on the order of the binding energy of the valence electrons. We solve the system of equations (3.1.2) together with Maxwell equations. Note that I took the Gauss law in the form \( \nabla \cdot \bar{E} = \frac{\rho^{(1)}}{\epsilon_0} \) as in Ref. 46, where \( \epsilon_0 \) is the vacuum permittivity. For detailed derivation of the nonlinear current density in this case address Appendix B. Here I give the final expression:
\[ J_{G}^{NL}(\omega) = \frac{\varepsilon_0 q \chi_G^{(1)}(\omega) E_i^2}{m^2 \omega_p} \left( -\frac{\hat{G} \cdot \hat{e}}{(\omega - \omega_i^2)} \right), \]  

(3.1.3) 

where \( \chi_G^{(1)}(\omega) \) is the Fourier component of the linear electric susceptibility that correspond to the reciprocal lattice vector \( \hat{G} \) at the idler frequency, and \( \hat{e} \) is the polarization vector of the corresponding wave. I estimate \( \chi_G^{(1)}(\omega) \) for idler energies below 35 eV from the experimental data [59] and for higher energies I use the values calculated by Henke et al. [60]. The plasma resonance \( \hbar \omega_{\text{plasma}} \) is calculated by using the well-known expression for the plasma frequency \( \omega_{\text{plasma}} = \sqrt{\frac{q_e e_0}{m_\text{e}}}, \) and equals 31 eV for diamond. In our calculations of the nonlinear current density we take the plasma resonance energy of 34 eV due to the dispersion of plasmons in the [110] direction [61]. The expression in equation (3.1.3) predicts a nonlinear resonance at a frequency, which is equal to \( \omega_i = \omega_{\text{NL}} = \sqrt{\omega_{\text{plasma}}^2 + \omega_0^2} \). In Ref. 27 the authors took \( \omega_0 \) to be equal to the band transition of a diamond crystal for the correction of the nonlinear current density. Since in real crystal there is more than one resonance associated with band transitions, we use the resultant current density in the following form 

\[ J_{\text{tot}}^{NL} = W_1 J_1^{NL} + W_2 J_2^{NL} + \ldots, \]  

(3.1.4) 

where \( W_j \) are weight coefficients and \( J_j^{NL} \) are the nonlinear current densities from the equation (3.1.3) that corresponds to the \( j \)-th resonance.

Figure 3.1 shows simulations of the spectrum of the resultant nonlinear current density calculated by using equation (3.1.4). For simplicity I took the weight coefficients to be equal. I include resonances associated with band transitions in a diamond crystal as described in the literature [62, 63]. The simulation shows that the PDC signal depends strongly on the photon energy of the idler when it is near \( \omega_{\text{NL}} \). Each spectral feature represents nonlinear interactions between the band transitions and bulk plasmons. The properties of the features are shown in Table I. This dependence cannot be explained by any theory that does not include non-local interactions.
Figure 3.1 Calculated nonlinear current density including the interactions with bulk plasmons. The spectral features are discussed in the text and transcribed in Table I.

I note a recent work by Lucchini and colleagues in which the measurements of absorption on a polycrystalline Diamond sample show the absence of resonant transitions in this photon energy range [64].

TABLE I. Nonlinear resonances and the corresponding transitions.

<table>
<thead>
<tr>
<th>Feature #</th>
<th>Transition energy, eV</th>
<th>Nonlinear resonance $\hbar \omega_{NL}$, eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.5&lt;sup&gt;a&lt;/sup&gt;</td>
<td>34.4</td>
</tr>
<tr>
<td></td>
<td>7.4&lt;sup&gt;b&lt;/sup&gt;</td>
<td>34.8</td>
</tr>
<tr>
<td>2</td>
<td>12.6&lt;sup&gt;b&lt;/sup&gt;</td>
<td>36.1</td>
</tr>
<tr>
<td></td>
<td>14.4&lt;sup&gt;a&lt;/sup&gt;</td>
<td>36.9</td>
</tr>
<tr>
<td></td>
<td>16&lt;sup&gt;b&lt;/sup&gt;</td>
<td>37.6</td>
</tr>
<tr>
<td>3</td>
<td>20&lt;sup&gt;b&lt;/sup&gt;</td>
<td>39.4</td>
</tr>
<tr>
<td>4</td>
<td>24&lt;sup&gt;b&lt;/sup&gt;</td>
<td>43.4</td>
</tr>
</tbody>
</table>

<sup>a</sup> Ref. 62, <sup>b</sup> Ref. 63.
3.1.3. The experiment and procedure

This experiment was conducted on the GALAXIES beamline at the SOLEIL synchrotron facility [65]. The experimental setup is shown in Fig. 3.2. The input beam is a monochromatic beam of 9.995 keV using Si(111) reflection of the beamline double crystal monochromator. We used the reciprocal lattice vector normal to the C(220) atomic planes of a Diamond crystal for the phase matching in reflection (Bragg) geometry. We select the photon energy of the signal by using the beamline Rowland circle RIXS spectrometer. The instrument consists of a spherically bent Si(555) crystal analyzer with a curvature radius of one meter and a hybrid-type pixelated 2D MERLIN detector. We estimate that the photon energy resolution of the receiving optics is about 0.5 eV. In order to reduce the background radiation along with spatial filtering of the

![Diagram of experiment setup](image)

Figure 3.2 (a) Phase-matching scheme where the indices p, s, and i stand for the pump, the signal, and the idler respectively. The dashed line indicates the Bragg diffraction condition for the incident beam. (b) Experimental setup. The SR illuminates a diamond crystal under phase-matching conditions. The PDC signal is collected by a bent crystal analyzer, which images the beam at the selected energy onto a two-dimensional detector.
detector image, we placed and adjustable iris in front of the analyzer as depicted in Fig. 3.2 (b). Typical iris diameter during the measurements was about 5 mm.

The first experimental step is to verify that we observe PDC by confirming that the phase-matching conditions are satisfied. We measure the rocking curves of the x-ray signal that correspond to various idler energy. Examples of such measurements are shown in Fig. 3.3. The peak positions of the rocking curves are slightly shifted by about 0.01 degrees from the solutions of the kinematic phase-matching equation as one can see also in the simulations. The simulations are based on the calculation of a single detector count rate as described in Subsec. 1.2. The reason for that shift is that the rocking curves include a large number of the vacuum fluctuations modes with different weights that are determined by the strength of the nonlinearity and the boundary conditions at the various modes [39]. The inset in Fig. 3.3 shows the comparison between the experimentally observed peaks and those obtained in the simulations. The difference between the estimated offset from Bragg and measured peaks is about 0.01 deg. We note that this difference is smaller than the width of the curves (about 0.02-
The phase mismatch $\Delta k \cdot L_{\text{abs}}$, where $L_{\text{abs}}$ is the absorption length, at all measured peaks of the PDC rocking curves is about 0.1 radians, which is much smaller than $2\pi$ radians. As expected, the peak positions shift farther apart from the Bragg angle as the idler energy increases. This is because the k-vector of the idler also increases with the idler photon energy. These are clear indications that the rocking curves in Fig. 3.3 constitute conclusive evidence that we observe x-ray PDC signal.

3.1.4. Spectral measurements and discussion

Next we explore the dependencies of the signal count rates and the rocking curve peak positions on the photon energy of the idler and show that as predicted by my model described in Subsec 3.1.2, the dependencies are not monotonic in the energy range of 28-54 eV, which is far from any atomic resonances. For this purpose we measure rocking curves similar to those shown in Fig. 3.3 for photon energies of the signal in this range in steps of 1 eV. In Figs. 3.4 (a) and 3.4 (b) I present the measured count rates at the peaks of the rocking curves (power spectrum) and relative positions of the rocking curve peaks with respect to the angle of the elastic Bragg scattering as a function of the photon energy of the idler. In the measured power spectrum we see structures around 36 eV and 42 eV as predicted by the model from Subsec. 3.1.2. The existence of this non-monotonic dependence of the power spectrum on the idler photon energy, indicates that the underlying physical mechanism for the nonlinear interactions must include origin that is not from atomic interactions since the obtained spectral structures are far from any atomic resonances. According to the theory I provide in Subsec 3.1.2., it can be explained by including interactions with bulk plasmons.

While the experimentally observed structures of the power spectrum indicate clearly on the nonlinear interactions with the bulk plasmons, the detailed comparison with the theory requires the full simulation of the x-ray into UV PDC process since the count rate of the signal depends not just on the nonlinear coefficients but also on the refractive index and the absorption, which are also photon energy dependent. The simulation of the process is done by solving the coupled wave equations in the Heisenberg-Langevin model [16] as described in Subsec. 1.2. together with the model of nonlinearity provided above. The count rate is calculated by integration the solution
Figure 3.4 Experimental results showing the spectral dependencies on the idler photon energy of (a) the efficiency of the PDC and (b) the peak position of the signal beam. In (a) the arrows point to photon energies at which the theory that includes the interaction with plasmons, predicts peaks. The inset presents the simulation of the PDC process and the arrows point at energies that correspond to the position of the measured spectral peaks. In (b) the inset shows the rocking curves of the PDC at the photon energies near the sharp change in the peak position as a function of the idler photon energy.

for the signal over the photon energies and the solid angle of the experimental detection system. The results of the simulation are shown in the inset of the Fig. 3.4 (a) where the arrows point at the positions of the measured spectral features. It is important to note that most of the features from the calculated current density appear in the measured power spectrum. The measured features are wider than predicted by the simulation and some of the spectral features predicted by the theory are not resolved in the experiment due to the limited measurement resolution. The simulation also predicts a much higher enhancement of the x-ray PDC efficiency near $\omega_{NL}$ than the efficiency we observed in the experiment. This is probably because of losses that are associated with the energy transfer to bulk plasmons that I did not include in the simulation. The selection rules for the nonlinear interactions are also needed to take into account in order to improve the agreement between the experiment and the theory. Additionally, one may see that below the plasma frequency the theory and the experiment diverge dramatically. I
believe that in this spectral region the band structure plays the dominant role in forming the nonlinear mechanisms.

Another interesting spectral feature is found on the spectrum of the relative peak position. In Fig. 3.4 (b) there is a distinct sharp change in the curve at around 45 eV, which is also seen in the inset that shows the rocking curves of the signal at the corresponding points. Interestingly, the comparison with Fig. 3.4 (a) indicates that at the same photon energy there is a small dip in the power spectrum. This feature does not appear in the simulation and requires a separate study.

In order to conclude this Section, I provide a brief summary on this project. We have observed experimentally non-monotonic photon energy dependencies of PDC of x rays into UV far from any atomic resonances. These results cannot be explained by theories that consider only atomic or bond charge responses. I have proposed and described an explanation for the photon energies dependencies in the measured range by adding interactions with bulk plasmons to the classical model. While the main idea of strong photon energy dependencies near the nonlinear plasmon resonances is clearly shown in the experimental results, there are still some fine structures in the measured spectrum that call for a more comprehensive model of the nonlinearity of solids that includes multiple resonances and the effect of the crystal field.

The summary of this project is published as a Letter in Physical Review Letters [37].

3.2. Nonlinear optical response in metals

3.2.1. Introduction

Another fundamental collective electronic phenomenon is the Fermi surface in metals. The Fermi surface comprehensively describes such important properties of solids as electrical and thermal conductivity, magnetoresistance etc. [66]. Nowadays experimental studies of Fermi include such methods as Angle-Resolved photoemission spectroscopy - ARPES [40], in which the SR at UV frequencies is utilized to kick out the electrons from material and then analyze the photoelectric current with a detector
of electrons with momentum resolution. Despite the fact that this technique is well developed and provides amazing results, it requires suitable SR which already limits the application of the method and also rather expensive electron detectors. Another method one can study Fermi surface is analyzing the Compton scattering profile [43]. It requires complicated density-functional theory (DFT) calculations and again SR because the effects associated with Fermi surface are weak. The access to the Fermi surface can also be done via the oscillation of magnetic susceptibility (de Haas-van Alphen effect) or electrical resistivity (Shubnikov-de Haas effect) [67]. This approach requires high magnetic fields and vacuum. Magnetic fields in those experiments should be high enough so that the circumference of the cyclotron orbit would be smaller than a mean free path. Thus, the experiments usually performed at external high-field facilities. To be clear, I am not trying to diminish the significance of the mentioned methods. I am pointing out that the accessibility of the current tools in fermiology is not that high, which, in turn, slows down the progress. X ray into UV PDC can provide information about the Fermi surface. Despite the fact that I am describing the synchrotron experiments here, this is a proof-of-concept, and as we shall see in the next Section 3.3. the x ray into UV PDC experiments can be performed in the lab environment.

In this Section I present preliminary results of an experiment where the nonlinear optical response from a metal, namely, an Aluminum crystal, was observed. This is the first measurement of x ray into UV PDC from metals. I will discuss the spectra from the Aluminum crystal for two different reflections in the energy range where we expect to see the response from the Fermi surface.

Since the current experiment was conducted at the same GALAXIES beamline of the SOLEIL Synchrotron facility as the experiment described in previous Section 3.1. the experimental procedure was already well established and described in Subsec. 3.1.3.

3.2.2. **Substantiation of the experiment**

The main idea is that the nonlinear susceptibility $\chi^{(2)}(\vec{r})$ incorporates the linear susceptibility $\chi^{(1)}(\vec{r})$. The calculations of Lindhard functions [68] for free
electron gas show that the linear susceptibility has dependence of Fermi energy and momentum [69]. Thus we expect the contribution in the x-ray into UV PDC from the nonlinear optical response from the Fermi surface. In Fig. 3.5, the calculations of the linear susceptibility using Lindhard approach are shown. The following notations are used: \( F(q) = -\text{Re} \chi(q,0) \) is the static response function corresponding to zero energy transfer, \( q = \frac{k}{k_F} \) is the normalized momentum to the Fermi \( k \)-vector, and

\[
\nu = \frac{\hbar \omega}{E_F}
\]

is the normalized energy to the Fermi energy.

Figure 3.5 Energy (a) and momentum (b) dependence of the 3-dimensional Lindhard functions \( \chi_3 \). Both momenta and energies are expressed in terms of the Fermi momentum \( k_F \), and the Fermi energy \( E_F = \frac{\hbar^2 k_F}{2m} \) [69].
Aluminum is a textbook example of a trivalent nearly-free-electron metal with electronic configuration $3s^23p^1$. The Fermi wave-vector in Aluminum crystal is $1.75 \times 10^8$ cm$^{-1}$, the Fermi energy is 11.63 eV [66]. During the x-ray PDC process no momentum is transferred to an electron unlike in Compton process. However, since the reciprocal lattice vector is used to achieve the phase-matching conditions, momentum is transferred to the lattice. The corresponding energy transfer is very small comparing to the x-ray and UV energies (the characteristic energy of phonons is on the order of meV) so we neglect this energy transfer when we write the energy conservation law $\hbar \omega_p = \hbar \omega_s + \hbar \omega_i$.

The wave-vector corresponding to the momentum transfer to the Al(200) reciprocal lattice vector is $4.94 \times 10^7$ cm$^{-1}$ and for Al(400) it is equal to $0.99 \times 10^8$ cm$^{-1}$. In terms of the normalized momentum $q = \frac{k}{k_F}$ they are equal to 0.3 and 0.6 respectively. From the Fig. 3.4. (b) we can see, for example, that in the spectrum around the Fermi energy we expect to see contribution from the Fermi surface should be present in the measurement for Al(200) reflection whereas for Al(400) it should be absent. The examples of the rucking curves in Al(200) and Al(400) for idler energy of 19 eV are depicted in Fig. 3.6 (a) and Fig. 3.6 (b) respectively.

**Figure 3.6** Examples of rocking curves from the aluminum crystal for the idler energy of 19 eV for two reciprocal lattice vectors corresponding to (a) Al(200) and (b) Al(400).
3.2.3. **Aluminum spectra and discussion**

By following the same experimental procedure described in Subsec 3.1.3, we have measured the rocking curves of the x-ray into UV PDC effect in Aluminum crystal for the idler energies in the range of 5-35 eV for Al(200) reflection and 10-35 eV for Al(400) reflection. The collected spectrum is depicted in Fig. 3.7.

![Figure 3.7 Spectral dependence of the x-ray into UV PDC process for Al(200) (a) and Al(400) (b) reciprocal lattice vectors respectively.](image)

In Fig. 3.7 (a) we see a pronounced peak around 10 eV which might indicate the response from the Fermi level. However, the contribution from the plasma oscillation described in Section 3.1. are not to be neglected. The calculation of the nonlinear resonances \( \hbar \omega_{NL} \) gives us value around 15 eV. During this calculations I put the resonance energy \( \hbar \omega_0 \) to zero, which for metallic samples with nearly-free conduction electrons is justified. Thus, only the bulk plasmons contribution is considered. In other words, the high peak with the center at 10 eV and width of about 7 eV might be a combination of contributions into the nonlinear optical response from the Fermi surface and bulk plasmons. Separation of them is indeed an open question. For the Al(400) (Fig. 3.7 (b)) the measurement of the signal in the energy range of Fermi energy was not possible at the moment due to the strong background noise that
swamps the signal. We also see a feature (a step) around 21-22 eV that might correspond to the response from twice the Fermi energy on both spectra. However, it is hard to make conclusions on their nature considering the lack of the calculations of the nonlinearity that would include Lindhard approach. I note, that a feature that possibly corresponds to the nonlinear bulk plasmon resonance $\hbar \omega_{NL}$ around 15 eV is more pronounced in spectrum for Al(400) reflection.

In conclusion, I present the measurements of x-ray into UV PDC on metals, namely Aluminum, for the first time. The measurements are done in a wide energy range, the spectrum collected for two reciprocal lattice vectors. Despite the fact that the interpretation of the results is rather speculative, I believe that this is a good starting point to open a discussion about contribution of the Fermi surface into the nonlinear optical response. I believe this will open an exciting new field of application of x-ray into UV PDC process. For the design of further experiments I think the reciprocal lattice vector corresponding to the $q = \frac{k}{k_F}$ equals to 1 and 2 should be considered in order to track the same energy spectral dependence as is shown in Fig. 3.5 (a) rather than observing the momentum spectrum. For x-ray into UV PDC experiments it is more justified.

3.3. **High energy-resolution measurements of x-ray into ultraviolet parametric down-conversion with an x-ray tube source**

3.3.1. **Introduction**

At this point one may understand that x-ray into UV PDC has a great potential becoming a powerful tool for the studies of electronic properties in crystals. Indeed, several experiments have advanced these efforts \[28, 31, 33, 35-38\]. However, a practical application requires energy resolution of a few eV or less. Thus far we have
discussed only synchrotron experiments where this requirement has been achieved. It is desirable, of course, that x-ray into UV PDC measurements could be done using laboratory equipment. Such possibility would broaden dramatically the application and further development of the nonlinear x-ray spectroscopy.

However, it is not obvious that the measurements of x-ray into UV PDC can be done with laboratory sources for several reasons; first, the low efficiency leads to very low count rates and to the requirement of a very careful design of the experiment to avoid signal loss. This is true for synchrotron experiments but it is much more severe with laboratory sources. The second major reason is the strong divergence of the beam in the direction normal to the scattering plane of the sample in laboratory systems. This divergence is a consequence of the trade of between flux and divergence. In practice the divergence angle is a few mrad versus tens of μrad at synchrotron facilities. Consequently, in contrast to synchrotron experiments it is not possible to achieve high resolution with laboratory sources with analyzer crystal operating in the plane normal to the scattering plane of the sample. Thus the angle of the analyzer, the source angle, and the detector arm angle are coupled. The third reason is the short distances between the sample and the analyzer and between the analyzer and the detector as imposed by the enclosure of the laboratory sources, which introduces a challenge in separating the signal from the background. By this moment there was only one report about experimental demonstration of x-ray into UV PDC with an x-ray tube source, the energy resolution was limited by the energy resolution of the detector, which is larger than 125 eV [30].

In this Section I will describe experiments demonstrating the ability to perform high-energy resolution measurements of x-ray into UV PDC with with laboratory x-ray systems. I would like to note that this project is a joint project was done with another member of our group Shiran Levi. I will present the results of measurements of x-ray into UV PDC on Diamond and Lithium Fluoride crystals.

All the phase-matching considerations from previous sections such as energy conservation $\hbar \omega_p = \hbar \omega_s + \hbar \omega_i$ and momentum conservation $\vec{k}_p + \vec{G} = \vec{k}_s + \vec{k}_i$ are applied. The phase-matching scheme is depicted in Fig. 3.8 (a). Here $\theta_p$, $\theta_s$, and $\theta_i$ is the angle with respect to the atomic planes of the pump, signal, and idler respectively. $k_b$ is the k-vector that satisfies the Bragg condition. Following the same idea that the
generated photons are correlated and that the rate of generated signal photons depends on both x-ray and UV properties of material, we measure only x-ray photon to retrieve the information on the UV interactions.

3.3.2. Experimental setup and noise level evaluation

We used the Rigaku Smartlab 9kW x-ray diffractometer (XRD) with a rotating anode. The schematic of the experimental setup is depicted in Fig. 3.8 (b). The pump beam is a fluorescence line Cu Kα1 of a cooper anode (8.047 eV) further collimated and monochromatized in order to reduce the parasitic radiation. The incident optics for this purpose includes a parabolic multilayer mirror; the source of x rays is placed in the focus of this mirror and results in a well-collimated beam. Then a parallel beam slit picks only a central part of the beam in order to make even more collimated. Then the beam goes through a Germanium 2-bounce single-cut crystal monochromator where it reflects by Bragg mechanism from two parallel surfaces with Ge(220) orientation which makes a beam monochromatic. The receiving optics, in turn, includes an adjustable slit to limit the angular acceptance, 2-bounce Germanium analyzer Ge(220).

![Diagram of experimental setup](image)

**Figure 3.8 (a) Phase-matching scheme.** The indices $k_p$, $k_s$, and $k_i$ are the k-vectors of the pump, signal, and idler respectively. $G$ is the reciprocal lattice vector. $k_B$ is the k-vector of the Bragg diffraction. (b) Experimental setup.
In the lab we have two 2-bounce single-cut analyzers, Ge(220) and Ge(400). The reason of choosing Ge(220) is that it provides us acceptable angular resolution of about 0.01 degrees and the crystal structure factor of the Ge(220) reflecting plane is larger than that of Ge(400): 181.8 for Ge(220) versus 155.1 for Ge(400). This results in the higher intensity at the output. The spot size at the sample is about 2mm × 1 mm, the incident flux is about 4×10^8 c.p.s., the angular divergence of the system is about 0.04 deg, and the beam is not polarized. In order to observe weak effects such as x-ray PDC, we use a commercially available Silicon-Drift Detector (SDD) with very low dark noise (1 count per 1000 sec).

We calibrate the analyzer with Cu Kα1 and Cu Kα2 lines from the anode, and also with bremsstrahlung since it contains a very broad range of photon energies. We select a certain wavelength by the input monochromator, find the Bragg reflection from a reference Si(400) crystal and then find the corresponding angle of the analyzer. We estimate the energy resolution of the analyzer to be about 3 eV with respect to the FWHM of the copper Kα1 line.

At this point I would like to discuss the differences between our experimental setup and the one that was used by Danino and Freund in the very first observation of x-ray into UV PDC using an x-ray tube [30]. First, we have the parabolic multilayer mirror that provides a well collimated beam resulting in a higher count rate at the sample surface. Second, the adjustable analyzer with energy resolution of few eV that allows to perform a spectroscopy measurements with high energy resolution. I note that at the moment of Danino and Freund experiment the single-cut crystal analyzers (and monochromators) were not commercially available.

Next, I will discuss the possible sources of noise in the system. The main noise comes from the tail of the Bragg scattering. The efficiency of this elastic process is many orders of magnitude higher than the efficiency of x-ray into UV PDC. Indeed, as we will see further, even after the analyzer crystal we find non-negligible background from the Bragg tail. Fortunately, the Bragg reflection is narrower than the rocking curve of x-ray PDC and thus we can separate them spatially by scanning over the angle of the source. The next potential noise is Compton scattering. Since the energy of the pump radiation is much smaller than electron rest energy (511 keV), Klein-Nisina formula for
Compton cross-section is reduced to Thomson cross-section. Thus the differential cross section formula for unpolarized light is [52]

\[
\frac{d\sigma_{\text{Th}}}{d\Omega} = \frac{r^2}{2} (1 + \cos^2 \theta)
\]

(3.3.1)

where \(\theta\) is the scattering angle, \(\Omega\) is the solid angle. The power radiated into the solid angle will be then:

\[
I_{\text{compt}} = n_e I_{\text{in}} \int_{\Omega} d\sigma_{\text{Th}}
\]

(3.3.2)

where \(n_e\) is the electron number density, \(I_{\text{in}}\) is the incident radiation and \(L\) is the absorption length. The calculation for diamond crystal (4 mm × 4 mm × 0.8 mm), Cu K\(\alpha\) radiation, incident power of \(4 \times 10^8\) photons/sec, the slit size 0.2 mm, and the distance between the crystal and the slit of 17 cm gives us count rate of the Compton scattering about 1.6 photons/sec before the analyzer. For LiF crystal this value is about 0.5 photons/sec. Moreover, the Compton shift in experiment with diamond was about 95 eV from the elastic and 150 eV in case of LiF experiment. Since those energies are far from the idler energies considered in the experiment, the energy resolution of the analyzer crystal is sufficient to filter out the Compton scattering very efficiently. Another possible source for noise is x-ray Raman scattering, but this effect is weak far from resonances in comparison with Compton scattering [43, 70].

Finally, consider the noise coming from fluorescence. The fluorescence is coming mostly from different parts of the experimental setup since the deepest absorption edges of the samples used in the current experiments are at low energies (280 eV for Diamond and 692 eV for Fluorine). Since the calculation of the fluorescence is a rather non-trivial task in the case when we do not know exactly the source of it, I present a direct measurement depicted in Fig. 3.9. This measurement was done for the LiF crystal, for the Diamond the situation is similar. The high peak corresponds to the Bragg tail which we have discussed before. We can see that the analyzer reduces fluorescence by an order of magnitude to a negligible level. Nevertheless the lines are pronounced even after the analyzer. This is because the fluorescence does not have an angular dependence and being generated at different
places along the beam propagation so there are always some wave vectors that will reach the Bragg condition of the analyzer crystal.

![Figure 3.9 Fluorescence measurement in LiF a) without the analyzer and b) with the analyzer.](image)

**3.3.3. Experimental procedure and results**

Now I will describe an experimental procedure. We begin by finding the Bragg reflection and measuring the rocking curve with the analyzer tuned to the Cu $K\alpha_1$ line. Next, we move the source and the detector to the PDC phase matching angles. The analyzer is set to the photon energy of the signal photon. We use slits before and after the analyzer to select a narrow angle range and to filter out residual elastic scattering. We first scan over the angle of the source with respect to the crystal. Then we optimize the signal and signal-to-noise-ratio by scanning over the detector arm and the analyzer angle. For the phase-matching we use the (220) reflection for the measurements in diamond and the (400) reflection in the measurements in LiF.

Fig. 3.10 shows the signal count rate as a function of the deviation of the pump angle from the phase matching angle, which we denote as $\theta_p$. These measurements are done by scanning the angle of the source where all other angles are fixed. The solid
lines are the theoretical calculations where we use the free-electron nonlinearity described in Subsec. 1.2, without including resonance effects together with the coupled wave equations for the signal and idler operators in the slowly varying envelope approximation as described in Subsec. 1.3. Fig. 3.10 (a) depicts \( \Delta \theta_p \) scans for the diamond crystal. The idler energy is 30 eV, and the phase matching angle is 2 mrad from the Bragg angle. It is clear that the PDC peak is shifted from the exact phase-matching angle. The same shift is shown in the theoretical calculations as well. The two sharp peaks at -0.11 deg and at zero are due to the residual Bragg diffraction, the left peak matches the offset from the Bragg angle so it originates from the Bragg tail. The peak at zero occurs when the source and the detector are in mirror-like position. Since the analyzer works in the scattering plane at some angles the situation where the reflected beam reaches the detector without hitting the analyzer crystal might occur. In Figs. 3.10 (b) and 2 (c) the measurements for the LiF crystal for the two possible solutions of the phase-matching equation \( \mathbf{k}_p + \mathbf{G} = \mathbf{k}_s + \mathbf{k}_i \) are shown. The detector angles 0.3184 degrees and -0.2185 degrees in accord with Bragg correspondingly. The idler energy is 40 eV and the offset from the Bragg angle is 5 mrad. We find that the calculated count rates are smaller by a factor of about 5 from the measured count rates and that the measured rocking curves are broader than the theoretical prediction.

![Figure 3.10](image.png)

Figure 3.10 Signal count rate as a function of the deviation from phase matching for (a) diamond and (b) and (c) LiF. (b) and (c) correspond to two solutions of the phase-matching equation, with a larger and a smaller angle in accord with the Bragg angle, respectively. The idler energies are 30 and 40 eV
for diamond and LiF measurements respectively. The zero on the abscissa corresponds to the phase-matching condition. Dots with error bars are the experimental measurements; the solid lines are theoretical simulations. The PDC curves are the board curves. The strong sharp peaks are due to the Bragg reflection. The theoretical calculations for LiF are multiplied by a factor of 5.

The discrepancies in the widths can be explained by the mosaic spread of the LiF crystal. To reconcile between the theoretical and measured efficiencies a quantum model, which consider local field correction for the nonlinearity, is most likely required. I emphasize that both the theoretical calculations and the experimental measurements show the shift of the maximum of the PDC effect from the exact phase-matching angle. The shift depends on the phase-matching equation solution and on the offset from Bragg condition. Interestingly, the measured efficiencies of the PDC for the two solutions of the phase-matching equation (shown in Fig. 3.10 (b) and in Fig. 3.10 (c)) are not equal in agreement with the theoretical calculations. The strong peaks on the left of the PDC curves also originate from the Bragg tail. The position matches the offset from the Bragg angle considering the mosaic spread of the crystal and rather broad (about 0.1 deg) rocking curve of the Bragg reflection.

To understand the shift in the curve with respect to the phase matching we recall that a large number of vacuum modes contribute to the PDC effect and that there is a one-to-one correspondence between the photon energies and the angles imposed by the phase matching condition. Since the detector has a finite aperture, modes at many photon energies and angles are collected and modes with $\Delta k \neq 0$ also contribute to the count rate. The measured count rate is the sum of all the possible modes that are limited by the acceptance angle of the detector, by the bandwidth of the analyzer, and by the boundary conditions. In addition, since the nonlinearity increases as the idler photon energy decreases, the contributions of the lower photon energy modes are larger. This leads to the asymmetric line shape and to a shift in the rocking curve. The difference between the efficiencies at the different phase matching solutions is because the angles of the idler photon with regard to the crystal surface are different for the two solutions.

Next, we explore the spectral structure of the scattered beam. Fig. 3.11 (a) shows the analyzer scans at idler photon energies of 30 eV (empty circles), 40 eV (green
circles), and 50 eV (black triangles). The size of the slit before the analyzer is 0.1 mm. Apart from the sharp and narrow elastic peak that corresponds to the residual elastic scattering, we see a broad peak at each of the curves. The energy of this peak corresponds not to the selected idler photon energy but to the binding energy of 2p electrons in diamond at 11.3 eV [71]. At this energy the PDC effect is much stronger because of the resonant enhancement of the nonlinear susceptibility due to the vicinity to the absorption edge [35]. The curves of the analyzer scans are broad because numerous vacuum fluctuation modes contribute to the count rate. The heights of curves decrease as the idler energies increase as expected. We note that the elastic peak is shifted from its position when the angles of the source and the detector satisfy the Bragg condition. This is because the analyzer crystal and the sample have the same scattering planes. Fig. 3.11 (b) shows the analyzer scan for the LiF crystal at the phase-matching. The main peak is around 5 eV and corresponds to the 2s electrons of the Li atoms [71]. Inset (ii) reveals a bump near 17 eV, which corresponds to the 2p electrons of the Fluorine atoms [71]. Finally, inset (iii) shows a hump that corresponds to the signal for the chosen idler energy at 40 eV.

Figure 3.11 Signal count rate versus the analyzer detuning from the pump energy for different phase-matching conditions of (a) diamond and (b) LiF. The zero on the abscissa axis is the pump energy. In (a) the legend represents the idler energy. The inset shows the scan where the diamond is at the Bragg condition. (b) Analyzer scan at phase matching for idler energy of 40 eV and offset from the Bragg angle of 5 mrad. The inset (i) shows the scan at the Bragg
condition. Insets (ii) and inset (iii) show features of the spectrum, which are discussed in the text.

3.3.4. Spectrum of LiF and discussion

Another interesting phenomenon occurs when the idler energy is chosen to be close to absorption edges [35] as is shown in Fig. 3.12, which describes the spectral dependence of the PDC in the LiF crystal. Each of the points in this figure represents the peak of the rocking curve at the idler energy of the horizontal axis. We clearly see a strong peak near the $L_I$ absorption edge (2s level) of the fluorine atoms at 37 eV. The peak is shifted to the higher energies in agreement with previous observations [72]. The authors of Ref. 35 suggest that the resonant behavior of the PDC occurs when the atomic structure factor $f_1$ becomes negative. In the current case the tabulated values of $f_1$ for fluorine are positive [73]. However, it should be noted that those tabulate values are not accurate in the UV range. In particular, they do not show any resonance in the spectral dependence of $f_2$ of the fluorine near 37 eV in contrast to previous experimental and theoretical reports [72, 74, and 75]. Therefore the comparison with theory requires more accurate theoretical calculations for solids since they are different than the structure factors calculated for atoms.
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**Figure 3.12** Spectral dependence of the efficiency of PDC process in LiF. The vertical black solid lines correspond to the $L_I$ edge of the neutral fluorine atom and the $K$ edge of neutral lithium atom.
To summarize this Section, I described the principal feasibility of performing x-ray into UV PDC experiments with energy resolution of few eV using a standard laboratory diffractometer with minor modifications. We can make several conclusions from the presented experimental data. The results suggest that classical free-electron model of nonlinearity is adequate for the description of x-ray into UV process far from resonances in Diamond. For LiF, however, the predicted efficiency is about five times weaker than the measured efficiency and the model does not show any resonance near 43 eV in contrast to the experiments. Hence a different model for nonlinearity should be considered. We showed that the efficiency of the effect varies rapidly near the $L_1$-edge of fluorine and the $K$-edge of the lithium and conclude that it is therefore atomic selective. The relatively simple setup of the experiments we described, and the availability of commercial detectors with very low dark count noise open a possibility for broader studies on electronic properties of materials using x-rays into UV PDC with low brightness systems. The observation of the effect with low flux advances the possibility for applications in spectroscopy of samples with very low radiation damage threshold such as biological samples.

The summary of this project was published in 2017 in a peer review journal Applied Physics Letters [39].
Chapter 4

Conclusions and outlook

4.1. Summary of my works

Summarizing the results of my PhD studies, I can divide it into two main parts that corresponds to two different regimes of the x-ray PDC process. They are detailed in Chapter 2 and 3 respectively.

The project described in Chap. 2 describes the method of generating nearly collinear x-ray photon pairs using the effect of x-ray PDC. In this Chapter I described how to overcome the main challenge that inhibits development of experiments with paired x-ray photons. In order to obtain reasonable count rate one cannot simply increase the input flux for it saturates the detectors due to strong linear processes such as Bragg diffraction and Compton scattering. We utilized the polarization properties of both linear (described by the Thomson differential cross-section) and nonlinear (described by the nonlinear current density) processes. The analysis shows that by choosing scattering angle of 90 degrees, the linear processes are highly suppressed and the photons generated via x-ray PDC are visible in the coincidence spectrum even without energy discrimination filter unlike all previous reports. I would like to note that this work has made already a certain impact on the field of quantum x-ray optics. A few experiments in which I have participated and contributed have been performed based on the described experimental setup: quantum ghost imaging [21] in which we have shown the first application of the correlated x-ray photon pairs and another experiment in which we have shown single-photon nature of x-ray Bragg diffraction [23]. Another
experiment using this setup was performed in which the authors show quantum properties of the generated photons by showing sub-Poissonian distribution of the generated pairs [22]. Before that quantum nature of the generated photons has not been proven strictly.

In the second part of the thesis described in Chap. 3 I study another regime of x-ray PDC, namely x-ray into UV PDC with respect to its application in novel nonlinear x-ray spectroscopy. In Sec. 3.1. I provide a theoretical and experimental study on x-ray into UV PDC spectral properties far from atomic resonances. I show the existence of the spectral feature in the energy region 30 - 54 eV that cannot be explained by the models that do not include collective phenomenon. I provide a classical model of nonlinearity that takes into account interactions with bulk plasmons, that describes the observed spectrum in this region.

In Sec. 3.2. I describe the first observation of x-ray into UV PDC in metals. I provide spectra taken from an Aluminum crystal for two reciprocal lattice vectors and discuss the possibility of the contribution of another fundamental collective phenomenon – Fermi surface – into the nonlinear optical response. Due to the lack of a comprehensive model of nonlinearity supporting x-ray into UV PDC, the interpretation of the results is rather speculative. However, there are spectral feature around 21 eV that is present on both spectra that corresponds to the twice the Fermi energy. This might indicate the nonlinear optical response from the Fermi surface and opens a possibility to extend the studies on the Fermi surface using the effect of x-ray into UV PDC.

Sec. 3.3. describes experiments in the lab environment in collaboration with another member of our group Shiran Levi. I provide the schematic of the experimental setup and procedure of observing x-ray into UV PDC using a conventional x-ray diffractometer with an x-ray tube source. The x-ray PDC rocking on diamond and a spectrum from LiF is provided. The dependence on the absorption edge $L_1$ in the spectrum of LiF is clear. This project increases the availability of the method significantly. While the previous experiments was conducted using SR, they are proof-of-principle experiments, this work shows that it is possible to bring the nonlinear x-ray spectroscopy based on x-ray PDC in a laboratory rather than being performed at external facilities such as synchrotrons.
4.2. **Further studies**

In the discussion below I provide details and ideas of possible directions for future research based upon the studies presented in this dissertation.

Within the frame of x-ray into x-ray PDC, I believe that the developed geometry of an experimental setup will be further used in x-ray quantum optics experiments using paired x-ray photons. As an obvious example, one may think of extending quantum optics experiments into x-ray regime such as Hong-Ou-Mandel effect [50] and the Bell inequality [51]. Ghost imaging techniques based on this effects may also find application due to very high SNR which allows to image an object with a very small number of photons. This is useful, for instance, in case of objects with low radiation damage threshold such as biological samples.

Further way of the nonlinear x-ray spectroscopy technique based on x-ray into UV PDC can be divided into the following directions: theoretical study, synchrotron experiments, and further development of the experiments using an x-ray tube source. Theoretical challenges in this field are huge and the lack of a comprehensive model of nonlinearity slows down the development and broad application of the technique. The model should include both local and collective phenomena, free-electron and band structure contribution into the nonlinear optical response. The selection rules of band transitions participating in the nonlinear interactions with bulk plasmons are also to be clarified. Nonlinear spectroscopy experiments performed at synchrotron have a nature of proof-of-principles experiments and thus can develop the technique quicker. For example, an experiment for the further research on nonlinear interactions with bulk plasmons, one can collect the spectrum for different reciprocal lattice vectors to clarify the band transitions participating in the interactions. The different crystallographic directions in this case will reveal the contribution of plasmon dispersion in the crystal. In metals, it seems to be possible to continue developing the technique to study the Fermi surface. Aluminum seems to be a perfect candidate for the first steps in this direction since its electronic structure is well known and last but not least commercially available Aluminum single crystals are of good quality and relatively cheap. This is important since during a synchrotron experiment, strong SR damages the polished surface of an Aluminum crystal, which at a certain point affects the measurements. Another very interesting direction of studies using x-ray into UV PDC is to study phase
transitions. Since x-ray into UV PDC provides both structural information and probes the electron properties of materials in a single measurement, the effect seems to have a great potential to become a powerful tool in those studies. For example, metal-insulator transition in VO$_2$ can be performed to shed light on the question whether the system insulating because of electronic correlations or due to an opening of the gap by the Peierls mechanism. As for the lab studies, I can propose several ways of improving the setup: Using 2D detector instead of single pixel detector is extremely convenient. It removes the necessity of alignment of the detector and also removes the slit after the analyzer. All that can be done in the post analysis of the images from the 2D detector. The XRD system in our lab in principle allows to decouple the analyzer and the detector from the scattering plane. In this case using the 2D detector together with the channel-cut analyzer crystal will provide a scattering angle distribution of the x-ray PDC signal for each point of the rocking curve. Such 3D array is relatively simple to analyze and these data can be used to detail the propagation aspects of x-ray into UV PDC.
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Appendix A

Solution of the coupled wave equations in the Heisenberg-Langevin picture

Consider the two wave equations under SVEA and undepleted pump approximation [16]:

\[
\frac{\partial a_s}{\partial z} + \frac{\alpha_s}{\cos \theta_s} a_s = \kappa' a_i^* \exp(i\Delta k_z z) + \frac{2\alpha_s}{\cos \theta_s} f_s,
\]

(A1 a)

\[
\frac{\partial a_i^*}{\partial z} + \frac{\alpha_i}{\cos \theta_i} a_i^* = \kappa'^* a_s \exp(-i\Delta k_z z) + \frac{2\alpha_i}{\cos \theta_i} f_s^*,
\]

(A1 b)

where \( a_s, a_i \) are the signal and the idler annihilation operators with the commutation relation

\[
[a_j(z, q_1, \omega_1), a_k^*(z, q_2, \omega_2)] = \\
= \frac{1}{(2\pi)^3} \delta_{j,n} \delta(z_1 - z_2) \delta(q_1 - q_2) \delta(\omega_1 - \omega_2),
\]

(A2)

the angles \( \theta_s, \theta_i \) are the signal and the idler angles taken from the solution of the phase matching equation (1.1), \( \alpha_s, \alpha_i \) are the absorption coefficients at the signal and idler frequency respectively and \( \kappa' = \frac{ik\kappa}{\cos \theta_s \cos \theta_i} \), where \( \kappa \) is the nonlinear coupling coefficient. \( \Delta k_z = k_p \cos \theta_p - k_s \cos \theta_s - k_i \cos \theta_i \) is the phase mismatch. We assume
that in the directions \(x, y\) phase matching conditions are preserved, \(k_j\) is a wave vector of the corresponding photon. The terms \(f_s, f_i\) are the Langevin noise operators that satisfy commutation relation

\[
[f_j(z, q, \omega), f_k^*(z', q', \omega')] = \frac{1}{(2\pi)^3} \delta_{j,k} \delta(z - z') \delta(q - q') \delta(\omega - \omega'),
\]

where \(q_j = (k_{jx}, k_{jy})\) is the transverse wave vector, \(k_{jx}\) and \(k_{jy}\) are the wave-vector components parallel to the surfaces of the crystal, \(z\) is the direction normal to the surface of the crystal.

Introduce a matrix \(M\):

\[
M = \begin{bmatrix}
\alpha_s + \frac{i \Delta k}{2} & -i \kappa \\
i \kappa & \alpha_i - \frac{i \Delta k}{2}
\end{bmatrix},
\]

and find the solution of the system \(A_1\) using a matrix exponent \(e^{-ML} = \begin{bmatrix} A & B \\ C & D \end{bmatrix}\) in the form:

\[
\begin{pmatrix} a_s(L) \\ a_i^*(L) \end{pmatrix} = e^{-ML} \begin{pmatrix} a_s(0) \\ a_i^*(0) \end{pmatrix} + \int_0^L e^{M(z-L)} \begin{pmatrix} f_s(z) \\ f_i^*(z) \end{pmatrix} dz,
\]

The solutions will be:

\[
a_s(L) = A a_s(0) + B a_i^*(0) + \int_0^L E(z) f_s(z) dz + \int_0^L F(z) f_i^*(z) dz,
\]

\[
a_i^*(L) = C a_s(0) + D a_i^*(0) + \int_0^L G(z) f_s(z) dz + \int_0^L H(z) f_i^*(z) dz,
\]

where

\[
E(z) = \begin{pmatrix} 1 & 0 \end{pmatrix} e^{M(z-L)} \sqrt{2\alpha_s} \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]

\[\text{(A7 a)}\]
\[ F(z) = (1 \ 0) e^{M(z-L) \sqrt{2\alpha_s}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \]  
(A7 b)

\[ G(z) = (0 \ 1) e^{M(z-L) \sqrt{2\alpha_s}} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \]  
(A7 c)

\[ H(z) = (0 \ 1) e^{M(z-L) \sqrt{2\alpha_s}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \]  
(A7 d)

The signal detector count rate is defined as \( R_s = \langle a_s^+ (t) a_s (t) \rangle \), which gives us the following expression:

\[
R_s = \langle a_s^+ (t) a_s (t) \rangle = \\
= \frac{1}{2\pi} \int B(\omega) d\omega + \frac{1}{2\pi} \int_0^T |F(z, \omega)|^2 d\omega dz. 
(A8)

The coincidence count rate is defined as

\[ R_{\text{coin}} = \text{Area} \int G^{(2)}(u, \tau) du d\tau, \]  
(A9)

where the integration is performed over the distance between the detectors \( u = r_2 - r_1 \) and the time window \( \tau = t_1 - t_2 \). \( \text{Area} \) represents the factor of the illuminated area. One can obtain using the definition of the correlation function

\[ G^{(2)}(u, \tau) = \langle a_i^+ (r_2, t_2) a_i^+ (r_1, t_1) a_i (r_1, t_1) a_i (r_2, t_2) \rangle, \]  
(A10)

the following expression for the coincidence count rate

\[
R_{\text{coin}} = \frac{\text{Area}}{2\pi} \left[ A(\omega) C^*(\omega) d\omega + \left( \int_0^T E(\omega) G^*(\omega) dz \right) \right]^2, \]  
(A11)
Appendix B

Derivation of the nonlinear current density

Assumptions of the model:

1. We use the classical model for optical responses including the Lorentz force, the continuity equation, and Gauss’s law in the form \( \nabla \cdot \vec{E} = \frac{\rho^{(1)}}{\varepsilon_0} \) [46], where \( \vec{E} \) is the electric field strength and \( \rho^{(1)} \) is the perturbed charge density at the \( j \)-th frequency.

2. The pump and the signal photon energies are much larger than the binding energy (i.e. atomic resonances).

3. We assume that the fields can be written as a sum of monochromatic plane waves in the form:

\[
\vec{E}_j = \frac{1}{2} (\vec{E}_j \exp(i(k_j \cdot \vec{r} - \omega_j t)) + c.c.).
\]

Derivation of the nonlinear current density:

The system of equations will then be [46]:

\[
\frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla) \vec{v} + \omega_j^2 \vec{r} = -\frac{e}{m} (\vec{E} + \vec{v} \times \vec{B}) , \quad (B1)
\]

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0 , \quad (B2)
\]
where \( m_e \) is the effective electron mass, \( e \) is the electron electric charge, \( B \) is the magnetic field, \( E \) is the electric field strength of the corresponding wave, and \( \omega_0 \) denotes the resonance frequency. We solve the equations by assuming that driving terms of the nonlinear interactions are much weaker than the driving terms of the linear interactions. We therefore expand the electric field, the electron velocity, and the electron density to the second order and separate terms with different harmonics according to the perturbation theory [46].

We get the following equation for the first order of each one of the fields:

\[
\frac{\partial^2 \vec{r}}{\partial t^2} + \omega_0^2 \vec{r} = -\frac{e}{m} \vec{E}, \tag{B3}
\]

We use a Fourier transform of Eq. (A3) for the idler and the signal waves and obtain:

\[
-\omega_p^2 \vec{r}_p + \omega_0^2 \vec{r}_p = -\frac{e}{m} \vec{E}_p, \tag{B4}
\]

\[
-\omega_i^2 \vec{r}_i + \omega_0^2 \vec{r}_i = -\frac{e}{m} \vec{E}_i. \tag{B5}
\]

We solve this system of equations to obtain first order velocities \((\vec{V} = \vec{r} = -i\omega \vec{r})\):

\[
\vec{r}^{(1)}_{i,p} = -\frac{e}{m \omega_0^2 - \omega_{i,p}^2} \frac{\vec{E}_{i,p}}{m}, \tag{B6}
\]

Recalling our assumption that the photon energy of the pump is much larger than the binding energy of the electrons we get the first order velocity:

\[
\vec{V}^{(1)}_{i} = \frac{i e \omega_i \vec{E}_i}{m(\omega_0^2 - \omega_i^2)}, \tag{B7}
\]

\[
\vec{V}^{(1)}_{p} = -\frac{i e \vec{E}_p}{m \omega_p}, \tag{B8}
\]

For the second order velocity, we obtain the following equation by looking for a solution for the velocity at the frequency \( \omega_s = \omega_p - \omega_i \):
\[
\frac{\partial^2 \vec{r}_s}{\partial t^2} + (\vec{v}^{(1)} \cdot \nabla)\vec{v}^{(1)} = -\frac{e}{m} (\vec{v}^{(1)} \times \vec{B}), \quad \text{(B9)}
\]

Next, we shift the convective derivative to the right hand side (R.H.S.) and write all the products explicitly:

\[
\frac{\partial^2 \vec{r}_s}{\partial t^2} = -\left(\vec{v}_p^{(1)} \cdot \nabla\right)\vec{v}_i^{(1)*} - (\vec{v}_i^{(1)*} \cdot \nabla)\vec{v}_p^{(1)} - \frac{e}{m} (\vec{v}_i^{(1)*} \times \vec{B}_p) - \frac{e}{m} (\vec{v}_i^{(1)} \times \vec{B}_i^*), \quad \text{(B10)}
\]

From the Maxwell equations one can obtain \( \vec{B} = -\frac{i}{\omega} \nabla \times \vec{E} \), and after substituting the first order velocities we get:

\[
\frac{e^2 \omega_i}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \left( (\vec{E}_p \cdot \nabla)\vec{E}_i^* + (\vec{E}_i^* \cdot \nabla)\vec{E}_p \right) + \\
\frac{e^2 \omega_i}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \left( \vec{E}_i^* \times (\nabla \times \vec{E}_p) \right) - \frac{e^2}{m^2 \omega_p \omega_i} \left( \vec{E}_p \times (\nabla \times \vec{E}_i^*) \right), \quad \text{(B11)}
\]

Now we use the vector identity:

\[
(A \cdot \nabla) B + (B \cdot \nabla) A = \nabla(A \cdot B) - A \times (\nabla \times B) - B \times (\nabla \times A)
\]

to eliminate one of the vector products in (B11) (remember that Eq. (B11) is the R.H.S. of Eq. (B10)). We then have:

\[
\frac{e^2 \omega_i}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \nabla (\vec{E}_p \cdot \vec{E}_i^*) - \\
- \frac{e^2}{m^2 \omega_p \omega_i} \left( \frac{\omega_i}{\omega_0^2 - \omega_i^2} \right) \vec{E}_p \times \nabla \times \vec{E}_i^*, \quad \text{(B12)}
\]

We repeat the steps used to obtain Eqs. (B3-B5) to write the second order velocity:

\[
\vec{v}_s^{(2)} = \frac{ie^2}{m^2 \omega_i \omega_p (\omega_0^2 - \omega_i^2)} \left( \omega_i \nabla (\vec{E}_p \cdot \vec{E}_i^*) - \frac{\omega_0^2}{\omega_i} (\vec{E}_p \times \nabla \times \vec{E}_i^*) \right), \quad \text{(B13)}
\]

Now we obtain the expressions for the perturbed charge density:

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho_0 \vec{v}), \quad \text{(B14)}
\]
\[ \nabla \cdot (\rho_0 \vec{v}) = \vec{v} \cdot \nabla \rho_0 + \rho_0 \nabla \cdot \vec{v}. \] (B15)

We assume the unperturbed charge density to be \( \rho_0(r) = \sum_G \rho_G \exp(i\vec{G} \cdot \vec{r}) \), where \( G \) is a reciprocal lattice vector and \( \rho_G \) is the \( G \)-th Fourier coefficient of the unperturbed charge density \( \rho_0(r) = \frac{1}{V} \int \rho_0(r) \exp(-i\vec{G} \cdot \vec{r}) \, dv \). The integration is performed over the unit cell volume \( V \). We assume that only one Fourier component corresponds to the process since we use only one reciprocal lattice vector for the phase-matching condition.

\[ -i\omega \rho^{(1)} = - (\vec{v} \cdot \nabla \rho_0 + \rho_0 \nabla \cdot \vec{v}). \] (B16)

Now we substitute the first order velocity and obtain the charge density at the pump frequency:

\[ i\omega_p \rho_p^{(1)} = - \frac{ie}{m\omega_p} (\vec{E}_p \cdot \nabla \rho_0 + \rho_0 \nabla \cdot \vec{E}_p) \]

\[ \rho_p^{(1)} = \frac{e}{m\omega_p^2} (\vec{E}_p \cdot \nabla \rho_0 + \rho_0 \nabla \cdot \vec{E}_p). \] (B17)

Now we use Gauss law [46] \( \nabla \cdot \vec{E}_{p} = \frac{\rho_p^{(1)}}{\varepsilon_0} \), substituting this into Eq. (B17) one can get:

\[ \rho_p^{(1)} = - \frac{e\vec{E}_p \cdot \nabla \rho_0}{m\omega_p (1 - \frac{\omega_{\text{plasma}}^2}{\omega_p^2})} , \] (B18)

where \( \omega_{\text{plasma}} = \sqrt{\frac{e\rho_0}{m\varepsilon_0}} \). In the case of the pump frequency we can neglect the term that includes the plasma resonant frequency, since \( \frac{\omega_{\text{plasma}}^2}{\omega_p^2} \ll 1 \).
We rewrite the gradient using the Fourier expansion of the unperturbed charge density 
\[ \rho_0 = \rho_G \exp(i \mathbf{G} \cdot \mathbf{r}) \] and obtain the final expression for the first order charge density:

\[ \rho_p^{(1)} = \frac{-ie \rho_0}{m \omega_p^2} \mathbf{G} \cdot \mathbf{E}_p. \] (B19)

For the idler frequency we write:

\[ \rho_i^{(1)} = -\frac{e}{m(\omega_0^2 - \omega_i^2)} (E_i \cdot \nabla \rho_0 + \rho_0 \nabla \cdot E_i), \] (B20)

\[ \rho_i^{(1)} = \frac{ie \rho_0}{m(\omega_0^2 - \omega_i^2) \left(1 + \frac{\omega_{\text{plasma}}^2}{(\omega_0^2 - \omega_i^2)}\right)} \mathbf{G} \cdot \mathbf{E}_i. \] (B21)

The next step is to substitute each obtained expression (for the first and the second order velocities and perturbed charge densities) into the nonlinear current density expression:

\[ \mathbf{J}_s^{NL} = \rho_0 \mathbf{v}_s^{(2)} + \rho_p^{(1)} \mathbf{v}_i^{(1)*} + \rho_i^{(1)*} \mathbf{v}_p^{(1)}, \] (B22)

\[ \mathbf{J}_s^{NL} = \frac{i \rho_0 e^2}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \left( \omega_i \nabla (\tilde{E}_p \cdot \tilde{E}_i^*) - \frac{\omega_p^2}{\omega_i} (\tilde{E}_p \times \nabla \times \tilde{E}_i^*) \right) - \frac{e^2 \rho_0 \mathbf{G} \cdot \mathbf{E}_p}{m^2 \omega_p^2 (\omega_0^2 - \omega_i^2)} \tilde{E}_i^* - \frac{e^2 \rho_0 \mathbf{G} \cdot \mathbf{E}_i}{m^2 \omega_p (\omega_0^2 - \omega_i^2) \left(1 + \frac{\omega_{\text{plasma}}^2}{(\omega_0^2 - \omega_i^2)}\right)} \tilde{E}_p. \] (B23)

The triple vector product in the left parenthesis can be rewritten by using our plane wave assumptions as:

\[ \tilde{E}_p \times \nabla \times \tilde{E}_i^* = \tilde{E}_p \times (k_i \tilde{E}_i \hat{y}) , \] (B24)

where \( \hat{y} \) is a unity vector in a direction out of the scattering plane (if the scattering is on a sheet of paper then this vector would be toward us). Therefore if the pump beam is polarized (i.e. collinear with the \( y \) vector) out of the scattering plane this product would be zero. Writing the expression for the nonlinear current in this case we get:
\[
\mathbf{J}^{NL}_s = \frac{\rho_0 e^2}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \left[ \frac{\omega_i}{\omega_s} i \nabla (\mathbf{E}_p \cdot \mathbf{E}_i^*) - \frac{\omega_i \mathbf{G} \cdot \mathbf{E}_p \mathbf{E}_i^*}{\omega_p} - \frac{\mathbf{G} \cdot \mathbf{E}_i^*}{1 + \frac{\omega^2_{\text{plasma}}}{(\omega_0^2 - \omega_i^2)}} \right].
\]

(B25)

We expand the left term in the brackets
\[
i \nabla (\mathbf{E}_p \cdot \mathbf{E}_i^*) = -(\mathbf{k}_p - \mathbf{k}_i)(\mathbf{E}_p \cdot \mathbf{E}_i^*). \quad (B26)
\]

We neglect the left and the middle term in the brackets, since they are much smaller than the right term:
\[
\mathbf{J}^{NL}_s = -\frac{\rho_0 e^2}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \mathbf{G} \cdot \mathbf{E}_i^* \left( \frac{1}{1 + \frac{\omega^2_{\text{plasma}}}{(\omega_0^2 - \omega_i^2)}} \right) \mathbf{E}_p. \quad (B27)
\]

Now we project the current density onto the field direction of the generated radiation (scalar product of the nonlinear current and a unit vector \(\mathbf{e}_s \perp \mathbf{k}_s\)). Also from the phase-matching conditions we have \(\mathbf{k}_p - \mathbf{k}_i = \mathbf{k}_s - \mathbf{G}\), resulting in:
\[
\mathbf{J}_{NL}^{NL} \cdot \mathbf{e}_s = \frac{\rho_0 e^2}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \left( \mathbf{G} \cdot \mathbf{e}_s \right) \left( \frac{(\mathbf{G} \cdot \mathbf{E}_i^*) (\mathbf{E}_p \cdot \mathbf{e}_s)}{1 - \frac{\omega^2_{\text{plasma}}}{(\omega_0^2 - \omega_i^2)}} \right). \quad (B28)
\]

Next we get:
\[
\mathbf{J}_{NL}^{NL} \cdot \mathbf{e}_s = \frac{\rho_0 e^2 E_i^* E_p}{m^2 \omega_p (\omega_0^2 - \omega_i^2)} \left( \mathbf{G} \cdot \mathbf{e}_s \right) \left( \frac{(\mathbf{G} \cdot \mathbf{e}_s) (\mathbf{E}_p \cdot \mathbf{e}_s)}{1 + \frac{\omega^2_{\text{plasma}}}{(\omega_0^2 - \omega_i^2)}} \right). \quad (B29)
\]
Recalling that only one reciprocal lattice vector is used for the phase-matching condition, we write only the corresponding Fourier component of the nonlinear current density that contributes to the nonlinear process:

\[
\vec{J}_{NL}^{G}(\omega_s) \cdot \hat{e} = \frac{\varepsilon_0 e \chi^{(1)}_G(\omega_i) E_i^* E_p}{m^2 \omega_p} \left\{ - \frac{\vec{G} \cdot \hat{e}_i (\hat{e}_p \cdot \hat{e}_s)}{1 + \frac{\omega_{plasma}^2}{(\omega_o^2 - \omega_i^2)}} \right\}, \quad \text{(B30)}
\]

where \( \chi^{(1)}_G(\omega_i) = \frac{e \rho_G}{\varepsilon_0 (\omega_o^2 - \omega_i^2)} \) is the G-th Fourier component of the linear electric susceptibility.
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In the context of my doctoral research, I investigated various aspects of the use of the "parametric frequency conversion" effect in X-ray radiation. In this thesis, I will present two parts of the research: parametric frequency conversion of X-ray radiation to the X-ray region, and parametric frequency conversion to the ultraviolet region.

Our knowledge is theoretical and experimental in the field of nonlinear optics in X-ray radiation, albeit limited compared to the visible spectrum region.

In the visible region, the optical effects are significant. The reason for the differences in knowledge between the X-ray and visible regions is the size of the second order susceptibility coefficient of nonlinear media. The susceptibility coefficient depends on frequency, and in the X-ray region, its value is about 7-10 orders of magnitude smaller than in the visible region.

In the immediate future, powerful X-ray sources such as third-generation synchrotrons and free electron lasers in the X-ray region allow us to expand our knowledge of nonlinear optics in the X-ray region. One of the interesting and fundamental processes at the second order is the process of parametric conversion in the X-ray region. Parametric conversion is a second-order process in which the photons are converted into two new photons labeled "signal" and "idler". Parametric conversion in the visible region is a well-known phenomenon that has been used many times as a quantum light source while the phenomenon in the X-ray region remains an area of active research.

The process of frequency conversion in the X-ray region is an interesting nonlinear process by itself, and it has important implications for measuring electron density.

The first part of my thesis is dedicated to the study of the process of parametric conversion of X-ray radiation to the X-ray region. Like in the visible region, this process can be used as a quantum light source. Quantum light sources are of great interest, both in the visible region.

The challenge in this process is to obtain a reasonable and sufficient number of photon pairs. We must take into account that the output power of the first-order processes (elastic scattering, Compton, and fluorescence) grows and can cause problems. I present a way to create photon pairs.

In the second part of my thesis, I will investigate the fundamental processes at the second order of the X-ray region, which are the processes of parametric conversion and nonlinear frequency conversion.

In summary, the goal of my research is to expand our knowledge of nonlinear processes in the X-ray region.
פוטונים הגרזים בكبرית באוזני כיוון, כשרעש הרקע מינימלי. מערכות Pics出し סופיות.
ואתא בהמשך, משמשת לשאר הכסותים בחוזה יוצר גוזט פותונות.

החלק השני בנאיבי מתייצר את הפסקה של תחילת המטרתلد פרמטרית של
קרינת רטגן לרוח読 קרינת אולטרה סגול. דועג כתחילה היכל שלמש למידות
אלקטרווניסות ממקים למלמדת יחסינו ה항ים. כמכן, בסיסת על העברות של
תחילה והניכפ לתתח שיתת חישוב בסקטוגרפסקניש. אפרת בעבידה היא אחר השלבים
החוויות לתngen מעמידה של תחילת המטרתلد פרמטרית לקירית רטגן
בתחום האולטרה סגול.

תחילה אועז מדלי תאורטי נוהג של לאירטאות של אותו לתחום
קולקטיבית: ויטוקסיית היבר פוטונים בכר מחומית בס爐ות של האלקטרווניס.
המודל הוא והתוכנה בסקטוגרפסקניש המהווה את לינקורז אחר
לאיצטראים לאожноים. תцитתי בפועה והאיצטראים חלול של המטרתلد פרמטי
בקרינת רטגן לקירית על סגה בובישה חלול וו. הוכחה ברורה לאיגנוקת
קלוטון בכר
פלוטונים בכרות הפילוסיה.

לאחר מספרتنفي יוצאת שהמודל של המטרתلد פרמטי של קרינת רטגן
לקירית buttohס אולטרה סגול במקהל. א cocci יוצאת מובשות ואיגנוקת המוקחים
הנובך של אתגרות פרימי – אנקט אלקטרווניס קולקטיבי.

לבוש, או מודעה עלאמין המטרתلد פרמטי של קרינת רטגן לקירית
בתוחם אולטרה סגול ביהולס בובישה עלים פלוריד במקאת קרינת רטגן מעבדות,
בנוגדה למקızים אתרים בה מקור הקרינה היה בסקטוגרפסקניש. חקק ושהשょה
ככר שיוטגי את הקולות של מדידות אלי במקאת ניה בסקטוגרפסקניש. канал
האימיים שמידק זהやって את העיניים בסקטוגרפסקניש המבוסס על המטרתلد
פרמטיים מקירית רטגן לתחום קרינת אולטרה סגול.
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