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Abstract

X-ray measurements have a wide range of applications in fields such as basic science, high-
tech industries, medicine, and security. The ability of x-rays to penetrate deep into objects
enables internal detection, and their high energy and short wavelength facilitate atomic-level
analysis of internal samples. However, x-ray measurement poses challenges. The production
of optical components like lenses and mirrors in the x-ray range is complex due to the very low

refractive index in this range.

During my PhD research, | developed novel imaging and spectroscopy methods that enhance
the performance of standard techniques. I utilized ghost metrology, which employs single pixel
detection and correlation. Through various experiments, | demonstrated its usefulness in

diverse aspects within the x-ray regime.

Firstly, in the field of imaging, | pioneered x-ray ghost imaging without the need for a camera.
This experiment showcased the advantage of ghost imaging in terms of spatial resolution,
which could be determined solely by the features of a mask. By implementing this technique,
| opened up the possibility of achieving high-resolution x-ray imaging through a simple and

practical system, as detailed in my first paper.

In my second experiment, | developed a ghost fluorescent method. Instead of measuring
transmission, | reconstructed chemical element maps by measuring the fluorescent emission.
Compared to the standard XRF technique performed through raster scanning, my method offers
the advantage of improved resolution and significantly reduced scan requirements using
compressed sensing algorithms. In my second paper, | demonstrated that even with a tenth of
the number of pixels, chemical mapping could be accurately reconstructed. This capability

enables fast and efficient chemical mapping.

My third paper emphasizes the strength of ghost metrology in the presence of inherent system
noise. X-ray free electron lasers (XFEL) spectroscopy is a leading and highly relevant field
that enables the observation of ultra-fast dynamics at the atomic level. However, pulse-to-pulse
spectral variations challenge accurate spectrum measurement. In my experiment, |
demonstrated the potential of utilizing these variations for ghost modality in the spectral
domain. I showed that by employing ghost spectroscopy, it is possible to overcome the trade-

off between duration and resolution. This technique, which combines a straightforward system



with exceptional capabilities, allows for the measurement of effects that are at the forefront of
research.

In conclusion, the utilization of ghost metrology offers numerous advantages in the x-ray
regime, particularly in the fields of imaging, fluorescence, and spectroscopy. Although further
development is necessary, these capabilities possess the potential to become powerful tools for
measuring currently unquantifiable effects.



Chapter 1: Background

1.1 X-ray strengths

On November 8, 1895, Wilhelm Conrad Rontgen made the groundbreaking discovery of x-ray
radiation in his laboratory at the University of Wurzburg. Just six weeks later, he published his
famous paper [1], featuring the iconic image of his wife's hand shown in Figure 1(A). The
remarkable ability of x-rays to penetrate the human body quickly led to their development as a
powerful tool for medical and security imaging, which continues to serve the industry and
hospitals to this day. It took nearly a decade to establish that x-ray radiation is part of the
electromagnetic wave spectrum [2], and due to their high frequency, x-rays can penetrate

materials containing light atoms to significant depths.

Figure 1: (a) First demonstrations of x-ray imaging, (b) diffraction, and (c) the renowned Moseley
table illustrating the dependence of fluorescence radiation on the atomic number.

While Rontgen initially explored the penetration capabilities of x-rays, he likely had no idea
how extensively they would revolutionize the world. Around twenty years after his seminal
paper, in 1912, Max von Laue demonstrated the ability to measure diffraction from atomic
structures [3]. This phenomenon was later explained by the father-son duo Bragg, attributed to
the extremely short wavelength of x-rays [4]. This marked the birth of crystallography, which
would eventually lead to the revelation of DNA's helical structure in the 1950s [5], serving as
the cornerstone of all biological research. The first x-ray diffraction pattern is depicted in Fig.
1(B).



The strong correlation between diffraction angle and wavelength allowed Bragg and Bragg to
develop the x-ray spectrometer, which enabled Henry Moseley to discover that the emitted x-
ray radiation from each chemical element is a unique energy proportional to its atomic
number [6]. This ability facilitated easy detection and exploration of the elemental composition
of materials, finding applications in a wide range of research and industrial fields. The
renowned Moseley table is presented in Figure 1(C).

However, the unique emission spectrum not only serves as a means to identify chemical
elements but also provided details about the electronic structure of the atom. Thus, it was the
first experimental evidence for Niels Bohr's theory [7], as demonstrated by Moseley's work [6]
and later by Manne Siegbahn [8]. This marked the birth of x-ray spectroscopy.

The power of x-ray radiation is underscored by the fact that all the individuals mentioned
above—R0ntgen, the Braggs, Laue, Siegbahn, as well as Watson, Crick, and Bohr—were
awarded Nobel Prizes for their inventions (although, unfortunately, Moseley died in World
War |, otherwise he likely would have been awarded as well). The remarkable capabilities of
X-rays were revealed over a century ago, but significant progress has since been made with the
development of powerful x-ray sources, taking the capabilities of x-rays to new heights.

1.2 X-ray sources

Rontgen initially used a simple anode in his experiments. The process involved applying a high
voltage to generate a beam of electrons that would strike the heavy-element anode. The core
electrons would be ejected, and electrons from higher energy levels would transition to the core
level, resulting in the emission of x-ray radiation. This method proved effective for basic
imaging and spectroscopy systems but had its limitations. The anode would heat up rapidly,
leading to a short lifespan and limited flux. Furthermore, the energy distribution was restricted
to a single emission line.

Although several improvements have been made to anode capabilities over the years, a
significant advancement came with the invention of synchrotron radiation in the late 1960s. In
a synchrotron beamline, electrons are guided along a circular trajectory by a constant magnetic
field, generating x-ray radiation. While an anode can achieve a brilliance of 10®° [c.p.s /
(mrad?mm?0.1% BW)] the brilliance of fourth-generation synchrotrons can be ten orders of
magnitude higher. Additionally, synchrotrons offer a broad range of energies that can be
controlled by the machine's properties. The powerful capabilities of synchrotrons opened up
new avenues of exploration in previously uncharted territories. A notable example is Ada

Yonath's Nobel Prize-winning research on Ribosome mapping in 2009 [9]. Another field that
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emerged due to synchrotron radiation is the analysis of fine structures in x-ray absorption and
emission spectra, which provides valuable information about atomic interactions with the

molecule.
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Figure 2: Evolution of x-ray sources. Credit - [10]

While synchrotrons have been instrumental for many researchers, they still have limitations in
terms of coherence and flux. A significant development occurred a decade ago with the first
X-ray free-electron laser (XFEL) [11]. In XFELSs, a relatively long indulator serves instead of
a cavity, and the interaction between a bunching electron beam propagating at relativistic
velocity and the radiation emitted from electron fluctuations leads to radiation amplification,
resulting in a powerful and short pulse. XFEL radiation offers a brilliance of approximately
10% [c.p.s/(mrad?mm?0.1% BW)], pulse durations close to the attosecond range, and higher
transverse coherence compared to other sources. As a result, XFELs are crucial for
investigating ultrafast dynamic processes at the molecular and atomic levels and have the

ability to perform x-ray diffraction on sensitive samples without adversely affecting them.

1.3 X-ray challenges

While the abilities of x-rays are remarkable, there are inherent challenges when dealing with
high-energy photons. As discussed earlier, x-ray photons interact with atoms due to their

energy being on the same scale as ionization energy. While this interaction is useful, it can also



be hazardous as it damages atoms and poses risks to the human body or other sensitive
biological samples.

However, the main limitation arises from the extremely low refractive index in the x-ray
regime. The difference in refractive index between x-rays in a material and in a vacuum is
approximately 10, making it exceptionally challenging to manipulate and control x-rays.
Traditional refraction lenses are non-existent, Mirror cavities are not optimal, and light
modulators remain a distant aspiration.

Consequently, optical devices in the x-ray regime differ significantly from those in the optical
regime. Even more than a hundred years after Réntgen's experiment, fundamental limitations
persist in x-ray applications, even with the use of powerful sources. Therefore, methods
proposing simpler setups hold immense promise. In the following two chapters, | will describe
some of these limitations and discuss how my approach addresses them.



Chapter 2: Introduction

In the previous chapter, | provided a general overview of the strengths and challenges of x-ray
detection, as well as various x-ray sources. In this chapter, | will introduce the method of ghost
metrology (GM) that | employed to address these challenges. Firstly, 1 will provide a general
explanation of GM. Subsequently, | will delve into three distinct x-ray applications,
highlighting their limitations and how GM can offer valuable assistance. While I will provide
a general understanding of why GM is beneficial here, a more detailed description of the
experiments | conducted and the benefits | demonstrated will be presented in the following

chapter.

2.1 Ghost metrology

GM, correlation measurement, structure illumination, compressive sensing, and single-pixel
detection are different terms used to describe the same fundamental idea. Initially, GM was
explored as a quantum entanglement effect [12], but it was later discovered that it can be
achieved classically [13], offering numerous advantages [14] even when using thermal source.
A typical setup for spatial domain ghost imaging (Gl) is illustrated in Figure 3. A structured
beam is split into two identical beams: one passes through the sample and is detected by a
single-pixel detector, while the other is measured by a multi-pixel detector. By repeating this

process for various structures, the sample can be reconstructed using a correlation protocol.
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Figure 3: Experimental setup for traditional ghost imaging. A homogeneous beam passes through a
mask to create a unique structure. The beam is then split into two arms: one where the multi-pixel
detector measures the spatial distribution after propagation, and the other where the beam interacts
with the object and is detected by a single-pixel detector. Through a correlation protocol, the
transmission image of the object can be reconstructed.



Ghost imaging has primarily been investigated in the optical regime [15], and researchers have
demonstrated its applicability in various domains such as 3D [16], temporal [17],
spectral [18-21], and polarization [22]. Furthermore, it has been implemented using different
types of radiation, including radio waves [23], infrared [24], terahertz [25], electrons [26],
and atoms [27]. The first experiment reporting GM in the x-ray regime was conducted in
2016 [28], opening up a promising area of research [14]. In my work, | experimentally
demonstrated the utility and effectiveness of GM in this range, leveraging its unique advantages

to address specific limitations, as elaborated upon below.
2.2 X-rays applications

At first glance, performing measurements with a single-pixel detector may seem cumbersome.
It would be more straightforward and faster to directly measure the data using a multi-pixel
detector located behind the object. However, it has been discovered that there are specific
scenarios where GM offers significant advantages. In the following sections, | will present the
experiments | conducted to demonstrate the potential of GM in x-ray imaging, fluorescence,
and spectroscopy. | will provide the motivation behind utilizing GM in each of these

techniques.

2.2.1  X-ray imaging with tabletop source

X-ray transmission imaging relies on a simple setup where an x-ray beam passes through the
object, and a camera detects the photons per pixel. In regions of the spatial position where an
absorbing sample is present, fewer photons are detected. X-rays offer advantages such as
relatively long penetration depth compared to electrons and the potential for high resolution
due to their short wavelength, which could theoretically reach angstrom scale.

However, a fundamental challenge in x-ray imaging is the absence of high-quality lenses.
While techniques have been successful in imaging nanoscale objects using high coherence
sources like synchrotrons or free-electron lasers [29,30], these methods are not practical for
medical or security applications. Without lenses, the image resolution is limited by the pixel
size, which is determined by production capabilities.

Through the utilization of GM, | have demonstrated that the resolution can be solely determined
by the features of the mask. This approach is implemented using computational ghost imaging
(CGI), where the illuminated structure is known [13,31], eliminating the need for a multi-pixel

detector. In my research, | proposed and validated the effectiveness of using a fabricated mask
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to generate the illuminated structure, resulting in spatial resolution dependent solely on the
feature size of the mask. While industry-standard x-ray machines typically achieve resolutions

of 200 microns, | achieved resolution of around few microns.

2.2.2  X-ray fluorescence imaging

Since Moseley's groundbreaking work, x-ray fluorescence (XRF) has emerged as a powerful
technique for identifying and mapping the chemical compositions of samples. The process is
as follows: X-ray radiation is used to excite bound electrons in a sample. When the electrons
return to their ground state, x-ray radiation at lower photon energies that correspond to the
characteristic atomic lines is emitted. The spectrum of this emitted radiation, known as the
fluorescence spectrum, can then be used to identify and characterize the composition of the
sample.

Since the fluorescence radiation is omnidirectional, two-dimensional chemical mapping is
challenging and cannot be performed directly by a camera. Typically, the beam is focused in
conventional XRF, and a raster scanning approach is employed to scan the sample point by
point. However, it is time-consuming and limited by focusing capabilities at high photon
energies. In my research, | proposed an alternative method inspired by GI. By measuring the
fluorescence signal using an energy-resolved detector instead of the transmission signal, |
reconstructed a two-dimensional chemical map, and two key advantages were demonstrated.
Firstly, the resolution is determined by the mask’s feature size, unlike spot size limitations in
standard XRF. Second, by employing compressed sensing [32] or artificial intelligence [33],
the number of repetitions can be significantly reduced, shortening the measurement time
compared to raster scanning. This approach maintains the flexibility of standard XRF, allowing
the detector to be positioned anywhere around the sample, including in reflection, and enabling
the use of a one-sided apparatus.

2.2.3  X-ray spectroscopy at XFEL

Short-wavelength spectroscopy plays a crucial role in determining the electronic structure of
materials, providing valuable element-specific insights into charge and spin structures, as well
as bonding configurations. This information is essential for understanding the functionality of
materials [34]. When applied in free-electron lasers (FELS), x-ray and extreme ultraviolet
(XUV) spectroscopy enable the study of dynamic processes through pump-probe schemes [35].
However, FEL pulses generated via self-amplified spontaneous emission (SASE) typically

exhibit broad bandwidths with random variations in pulse energy and spectra from shot to shot.



Consequently, it becomes necessary to measure the spectra both before and after the sample on
a shot-to-shot basis. An alternative approach for conducting absorption spectroscopy with FEL
radiation involves using narrowband radiation and measuring the total transmitted intensity
after passing through the sample.

The broad bandwidth pulse strategy offers several advantages, such as the ability to measure
broad spectra ranges without the need for scanning the central emission wavelength and higher
flux availability. Therefore, this approach can be significantly faster than the narrow bandwidth
approach. Unfortunately, simultaneously employing two single-shot spectrometers is
challenging and time-consuming, as they rely on crystals or gratings and are highly sensitive
to angles. Furthermore, this approach is limited to transmissivity samples.

In this context, the variability of pulse characteristics from shot to shot makes GM an attractive
solution. By employing GM in the spectral domain, the radiation spectrum incident on the
sample is measured and correlated on a shot-by-shot basis with the intensity detected by a post-
sample detector. By utilizing multiple input pulses with varying spectral distributions, the
absorption spectrum of the sample can be reconstructed.

This setup involves only one spectrometer positioned in front of the sample, along with a
single-pixel detector without spectral resolution placed behind it. In my experiment, | directly
compared the measurement times and spectral resolution of our approach with those obtained
through scanning the central emission wavelength of the SASE and using a monochromatic
beam. The results showed that utilizing variations allowed for faster reconstruction of the
absorption spectrum compared to the scanning approach, while also achieving higher spectral

resolution.



Chapter 3: Experimental details

In the previous chapter, | discussed the motivation behind utilizing GM for imaging,
fluorescence, and spectroscopy. In this chapter, | will focus on the practical aspects. | will
discuss the reconstruction protocol, experimental setup, and present the main results obtained.

For more comprehensive and detailed information, | recommend referring to the articles below.

3.1 Ghost metrology protocol

I will begin by explaining the fundamental protocol that is common to all applications. The
single-pixel signal is represented by a vector T, while the different illuminated structures are
represented by a matrix A, where each row corresponds to a specific structure. The vector x
represents the unknown sample response, and thus the vector T is obtained as the product of
the matrix A and the vector x:
Ax=T

Essentially, this equation forms a linear system. Therefore, if the number of rows in matrix A
is equal to or greater than the number of elements in vector x, we can straightforwardly solve
this problem. This implies that we need a number of repetitions equal to or greater than the
number of pixels in the reconstructed sample. However, by utilizing a sparsity constraint, the
equation can be solved using fewer equations than values, thereby reducing the required
number of repetitions. This is the underlying principle of compressed sensing, which
encompasses various algorithms. In my work, | employed the TVAL algorithm [36], which

focuses on sparsity in the variation rather than the signal itself.

Imaging Fluorescence Spectroscopy
SASE pulse

A Spatial distribution Spatial distribution Spectral distribution
Transmission function Chemical mapping Transmission spectrum
T Total transmission Total radiation of each emission line Total transmission




Figure 4: The GM experimental setups, depicting the different representations within the basic
equation of GM. Although the equation Ax = T remains the same for all experiments, the variables
represent different measurements in each case.

All three experiments | conducted can be represented using the same procedure and protocol.
However, they are implemented in different domains. Fig. 4 provides a comprehensive

representation of each method and its corresponding variables.

3.2 Methods and results

While the GM protocol remains consistent across all experiments, each experiment presents
unique challenges and the innovation in the results pertains to specific fields. In this section, |
will elucidate the challenges encountered in each experimental setup and highlight the main

findings, which are depicted in Figure 5.

Imaging Fluorescence Spectroscopy
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Figure 5: Experimental results of x-ray GM. (A) Transmission function showing two slits of sizes 50
and 80 microns reconstructed by x-ray computational ghost imaging. (B) Two-dimensional chemical
mapping of Iron and Cobalt thin foils reconstructed using x-ray ghost fluorescence. (C) Absorption
spectra of SiC, SiN, and pure Si molecules reconstructed using ghost spectroscopy at XFEL. For more
detailed information, please refer to the corresponding papers.

3.2.1  X-ray computational ghost imaging

The first demonstration of x-ray ghost imaging [28] utilized the conventional approach of
splitting the beam with a beam splitter and capturing the spatial distribution using a camera. In
my experiment | performed the first demonstration of computational Gl where the spatial
distribution (the matrix A) is calculated by the propagation from fabricated mask. Thus, the
splitting and the camera are not required. While computational Gl is very easily implemented
on the optical regime by a spatial light modulator, these devices are not existing in the x-ray
regime. | designed and fabricated a mask with two microns features and | show in the

experiment that I can reconstruct a slit of 50 and 70 microns with a resolution of few microns
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as presented in figure 5(A). This milestone represents a breakthrough in achieving enhanced
resolution through structure illumination in the x-ray regime, where spatial light modulators

are not readily available.

3.2.2  X-ray ghost fluorescence

In this experiment, | expanded the application of x-ray Gl to fluorescence imaging by detecting
the fluorescence radiation instead of measuring the transmission intensity. For each iteration, |
measured the total intensity of each emission line (the vector T) and reconstructed each element
separately. | demonstrated this approach using a sample containing Iron and Cobalt. After
successfully reconstructing each element, | overlapped them, visually representing Iron in red
and Cobalt in green as shown in figure 5(B). The significant advantage of this method is the
ability to achieve high-quality reconstructions with a reduced number of scanning points
compared to traditional raster scanning. | demonstrated that even by using number of iterations
that is tenth of the number of pixels, | could reconstruct the sample with a resolution of
approximately 30 microns, which can be further improved with better masks. This research
opens up new possibilities for advanced imaging techniques, extending the capabilities XRF to

various fields, including medical imaging and security applications.

3.2.3  X-ray ghost spectroscopy

In this experiment, | conducted the GM protocol at two different XFEL facilities: FERMI
XFEL using XUV radiation, and the Swiss XFEL using hard x-rays. The paper included in this
thesis focuses on the results obtained with XUV radiation, while the results from the Swiss
XFEL are currently being analyzed. Unlike the previous experiments where the GM protocol
operated in the spatial domain, this experiment operates entirely in the spectral domain. The
variables A, x, and T represent spectral components.

A significant distinction here is that instead of using a mask to create the structure, the
variations are inherent to the XFEL SASE process. One of the main challenges in implementing
the GM protocol in this context was dealing with the presence of an envelope in the variations.
To ensure accurate results, it is crucial for the variations to be random and devoid of any
envelope. To address this challenge, | developed a new protocol detailed in the third paper to
effectively clean up the envelope.

In addition to demonstrating the reconstruction of different molecules, | also emphasized the
superior performance of ghost spectroscopy compared to other techniques. For the same

spectral range, scanning with broadband radiation required 15 steps with a resolution of 500
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meV. On the other hand, employing monochromatic radiation necessitated 51 steps, resulting
in a resolution of 75 meV. In contrast, using ghost spectroscopy, | achieved spectrum
reconstruction with just 15 scanning steps and a resolution of 35 meV. Furthermore, | employed
ghost spectroscopy to monitor the spectral response of the sample to optical pumps. In this
scenario, the measurement duration is crucial due to the need for repeating the process for each
time delay.

Given that most XFELs operate with SASE radiation, we anticipate that our technique will
have broad applications in ultrafast-transient absorption measurements at high photon energies.

12



Chapter 4: Publications

My thesis comprises three publications that detail the three experiments | mentioned above.
The first publication focuses on computational ghost imaging, demonstrating the spatial
resolution advantage of GM. The second publication, on ghost fluorescence, showcases the
additional benefit of using GM to reduce measurement duration for fluorescence imaging.
Lastly, the third publication on ghost spectroscopy highlights the use of natural spectral
variations at XFEL to overcome the trade-off between resolution and measurement duration in
XAS measurements. These three experiments collectively showcase the capabilities and

advantages of GM in various imaging and spectroscopy applications.
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X-ray computational ghost imaging with single-
pixel detector
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Abstract: We demonstrate computational ghost imaging at X-ray wavelengths with only one
single-pixel detector. We show that, by using a known designed mask as a diffuser that
induces intensity fluctuations in the probe beam, it is possible to compute the propagation of
the electromagnetic field in the absence of the investigated object. We correlate these
calculations with the measured data when the object is present in order to reconstruct the
images of 50 um and 80 pm slits. Our results open the possibilities for X-ray high-resolution
imaging with partially coherent X-ray sources and can lead to a powerful tool for X-ray three-
dimensional imaging.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

X-ray imaging techniques are widely used in a variety of fields ranging from basic science
and high-tech industry to medicine and homeland security. The main advantages of the X-
rays are the extremely high spatial resolution, the strong dependence on atom species and
densities, and the relatively long penetration depth compared to electrons, which are
commonly used for high-resolution imaging.

Despite the existence of many instruments and devices, which are based on X-ray
imaging, there are several physical limitations that restrict the resolution and contrast of these
techniques. The main fundamental challenge in X-ray imaging is the absence of high quality
lenses because of their small magnification and aperture size. It is therefore desired to
develop X-ray imaging techniques that do not require lenses and provide high quality images
with high resolution and high contrast. Indeed, many techniques and approaches for lensless
imaging have been demonstrated with various degree of success [1-5], but none of them has
become an ultimate method for imaging. Although some of the techniques have been proven
to be very successful in imaging of nanoscale objects [1-4], they require high coherence and
therefore are suitable only to synchrotron beamlines with high coherence or to X-ray free-
electron lasers.

Ghost imaging (GI) and ghost diffraction (GD) are imaging techniques that have been
proven to be applicable even with low coherence sources [6,7]. They have been investigated
mainly in the optical regime [7-22] and recently several very significant publications have
demonstrated the effects with X-rays [23-29]. In addition of being methods that can be
implemented with incoherent sources, GI and GD can lead to imaging methods with very low
dose [28] and to imaging of objects in turbid media [14-16]. The later can lead to imaging of
biological samples in their natural environment.

In the conventional schemes, GI and GD with partially coherent sources are implemented
by introducing fluctuations into the beam by a rotating diffuser and then splitting the beam
into two beams with identical intensity fluctuations. One of the beams impinges on the object
and is detected by a single-pixel detector while the other beam is detected by a multi-pixel

#352710 https://doi.org/10.1364/0E.27.003284
Journal © 2019 Received 27 Nov 2018; revised 28 Dec 2018; accepted 29 Dec 2018; published 30 Jan 2019
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detector that is blind to the object. In GI, the single-pixel detector is adjacent to the object
while in GD the single-pixel detector is mounted far from the object and the distances
between the two detectors to the beam splitter are equal. After making many repetitions
(realizations) of the process for different positions of the diffuser, the correlation
measurements between the two beams are used to reconstruct either the image in the case of
GI or the intensity of the diffraction pattern of the object in case of GD. In another scheme for
GI [23,28], a moving diffuser is also used to introduce intensity fluctuations, but the spatial
distributions of the intensities at the multi-pixel detector for the various configurations of the
diffuser are measured first in the absence of the object. These distributions of the intensity are
recorded and then the object is inserted into the beam and a single-pixel detector is used to
measure the intensities for the same configurations of the moving diffuser. In the last step, the
correlations between the two measurements are computed and used to reconstruct the image.
In this scheme the beam splitter is not required, but it is still necessary to use the multi-pixel
detector in the first step.

A method that requires only one single-pixel detector and no beam splitters has several
important advantages with respect to the other methods and can be used to overcome several
of the fundamental challenges in the other approaches. In particular, single-pixel detectors are
faster, cheaper, and easier to use than multi-pixel detectors. In the conventional scheme for GI
and GD, the beam splitter adds different intensity fluctuations to each of the beams and
therefore reduces the signal-to-noise ratio [25]. In addition, it is very challenging to find X-
ray beam splitters with equal reflectance and transmission and with negligible loss, thus the
contrast of the image is limited [25]. In the other approach without the beam splitter [23,28]
the resolution and the field of view are limited by the pixel size and the number of pixels of
the multi-pixel detector. These limitations can be lifted by using only one single pixel
detector. Another significant advantage of imaging with a single-pixel detector is the
relatively small amounts of data that are recorded in comparison with multi-pixel detectors.
This advantage could be extremely important for measurements that require three or more
dimensional imaging.

Interestingly, a method that implements GI with only one single-pixel detector, which is
known as computational ghost imaging (CGI, or for ghost diffraction CGD), has been
proposed theoretically by Shapiro [13] and demonstrated with optical radiation [16-21]. The
basic concept is to replace the diffuser with an unknown scatter distribution by a diffuser with
a known scatter distribution. Since the phase and amplitude fluctuations that are induced by
the diffuser are known, it is possible to use the Fresnel-Huygens propagator to compute the
intensity profile at the detector for each of the realizations thus this procedure does not
require a multi-pixel detector. In the last step, the calculated intensity distributions are
correlated with the measured intensities at the single-pixel detector that is placed behind the
object and the image is reconstructed from the computed correlations. In the optical regime
the diffuser is typically implemented by using a spatial light modulator (SLM) [17-19] or a
digital micro-mirror device [20,21], but at X-ray wavelengths similar devices are not
available. Consequently, the implementation of CGI with X-rays requires a different
approach.

Here we present the demonstration of CGI with one single-pixel detector at X-ray
wavelengths. We design masks, which are based on numerical simulations we performed, and
are fabricated by nanotechnology techniques. We demonstrate the imaging of 50 pm and 80
um slits at a resolution of about 10 um with two different masks.

2. CGl procedure

The calculation procedure relies on the derivation of CGI by Shapiro [13], but in our
procedure we substitute the SLM by a mask made by photolithography. The main difference
between the experiment we describe here and the proposal made by Shapiro in [13] is that the
source, which impinges upon the mask in our experiment is partially coherent where the
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spatial coherent length is on the order of the speckle size, while Shapiro considered a scenario
where the beam that illuminates the SLM is completely coherent. Consequently, we extend
the procedure of Shapiro to partially coherent sources as we elaborate below.

Since we know the thickness of the mask at each position, we can calculate the two-
dimensional transmission function U(x,y) by using the tabulated data for X-ray indices of
refraction and absorption coefficients [30]. Here x and y are the coordinates across the mask.
The mask pattern is designed so that at each of the realizations, the beam hits a small portion
of the mask where the variations are only along the x axis. Therefore, we define the one-
dimensional transmission function for every realization r as:

U,(x) = B, (x)e"™® (1

Here ¢, (x) and B, (x) are the phase that the mask introduces to the beam and the square root

of the intensity transmission of the mask, respectively, at each position x. Once we know the
electric field after the mask, we can calculate the intensity distribution at the plane of the
object, which is at a distance z from the mask, by using the Huygens-Fresnel propagator:

ik
I (x, z)=’Idein U, xe= ’ @

Here E, (x) is the electric field before the mask, k is the wave vector, and x' is the coordinate
across the plane of the object.
Since the source is partially coherent we use a model where we express E, as:

Ty
Ein (X) = Idt Aei(kx"‘"‘a’("'l)) 3)
0

Here A is the field amplitude,  is the angular frequency, and T, is the integration time of the
detector. @(x,t) is a random temporal and spatial phase function, which is extracted according

to the Van Cittert-Zernike theorem [31] from a Gaussian distribution such that the two point
correlation function is limited by the coherence volume of the field. The spatial coherence
length in our experiment can be evaluated by using [31] o, =1/0 where X is the wavelength

and 0 is the divergence angle to be several microns. The temporal coherence length is about a
femtosecond and is determined by the bandwidth of the input monochromator.
We denote the transmission function of the object as T(x'). The intensities at the single-

pixel detector that is mounted immediately after the object are given by I, = Idx'lc, T(x') . IB
is cross-correlated with the computed intensity patternsI. and after N realizations the image

can be reconstructed by using the second-order-intensity correlation function:

GO0 = 20 (I, (1)), = (T )-{1, 1) @

The () indicates an ensemble average over the realizations, where each of the realizations

refers to a different position on the mask and therefore represents different intensity and phase
fluctuations.

3. Experimental setup

We conducted the experiments described below at beamline B16 of Diamond Light Source
[32]. The schematic of the experimental system is shown in Fig. 1(a). The distance between
the mask and the object is 100 mm and the detector is mounted immediately behind the
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object. We use a monochromatic X-ray beam at 11 keV. The divergence angle is about 0.2
mrad and the relative spectral bandwidth AE/E is about 10~ (achieved by using a Si(111)
monochromator). The beam with a spot size of 800 um x 200 pm at full width half maximum
(FWHM) hits a selected area of the diffuser and propagates according to the pattern in that
specific portion. Next, the beam passes through the object and it is collected by the single-
pixel detector, which we mount behind the object.
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Fig. 1. (a) Schematic of the computational ghost imaging experimental setup. A diffuser is
mounted on linear stages. The beam hits a small portion of the diffuser, then it propagates
through the object and is detected by a single-pixel detector mounted as close as possible to the
object. (b) An example of an illuminated area of mask 2, which is a random pattern of long
rectangles with dimensions of 2 pm x 0.2 um. The pattern changes only in x axis. (¢) Two
examples of calculated diffraction patterns for two different realizations.

We measured the intensity at the detector for different positions across the mask. We
correlate the measured intensities at the detector with the calculations of the free space
propagation by using the procedure described in the previous section.

We test two different masks, for the diffusers, which are produced by direct laser
lithography. The masks consist of random patterns of metal rectangles on a glass substrate.
These features introduce a phase shift of about 0.057 and absorption of about 2%. The
specifications of the two masks are summarized in Table 1. An example of one projection
area on the second mask is shown in Fig. 1(b), and two examples of calculated diffraction
pattern are shown in Fig. 1(c).

Table 1. Specifications of the phase masks

Mask Substrate Substrate Feature Feature Minimum feature Mask area
number  material thickness [um] material thickness [pm] size [pum] [cm?]
1 Quartz ~1500 Iron oxide 0.26 +0.03 1+0.05 ~100
2 Quartz ~350 Chromium 0.2 +£0.02 2+02 ~78.5
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The objects we measure are 50 pm and 80 pm slits, which are implemented by using a
one-dimensional motorized slit with a controllable size. The detector is an avalanche photo-
diode (APD).

We use the ring current of the synchrotron to filter out the slow temporal fluctuations, the
decay, and the filling of the synchrotron beam. We measure the beam profile to normalize the
image and to filter out spatial noises. The raw measured data include a spatial high frequency
noise that we assume is caused mainly by artifacts in the fabrication of the masks. We filter
out this noise by applying a low pass filter in the data analysis process.

We perform the measurements for three combinations of different masks and objects as
we summarize in Table 2.

Table 2. Parameters of the CGI experiments

Object Mask Average counts Number of Measured relative
size [um]  number per realization realizations intensity fluctuations [%]
50 2 ~7-107 1.8:10° 0.29
80 2 ~110° 2.3:10° 0.14
80 1 ~4-10° 1.8:10° 0.20

4. Results

We first describe the demonstration of CGI with X-rays, which we show in Fig. 2. Figure 2(a)
shows the image of a 50 um slit that is obtained by using mask 2. We find that the FWHM of
the image is S1 um + 10 um. Figures 2(b) and 2(c) show images of an 80 um slit that is
obtained by using mask 2 and mask 1, respectively. We find that the FWHM of the images
are 78 pm + 10 pm and 81 pm + 8 pum respectively. The blue dots are CGI results when the
distance between the sequential dots is 2 pum and 1 pm for mask 2 and for mask 1
respectively.

To test the performance of our measurements we compare the slit widths we measure to
the slit sizes we set. The spatial resolution of our measurements is determined by the speckle
size at the image plane, which is larger than the feature size at the mask plane because of the
diffraction of the speckle pattern over the distance between the diffuser and the plane of the
object. The precision of the mask position alignment (about + 2 um) also affects the
resolution. We therefore estimate the resolution of our measurements to be about 10 pm and 8
um for mask 2 and for mask 1 respectively. In addition, the calibration of the slit, which is not
better than 2 microns, introduces additional uncertainties with respect to the expected width
and the low pass filter we use in our data analysis also affects the edges of the images. Within
these uncertainties, the widths of the slits we measure agree with the widths of the motorized
slits that we set. Of importance, we observe the images of the slits only when we use the
correct diffuser mask pattern in our calculations of the CGI image.
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Fig. 2. Experimental results of computational ghost imaging for (a) a 50 pum slit with mask
number 2, (b) an 80 um slit with mask number 2, and (c) an 80 um slit with mask number 1.
The solid lines are guides for the eye.

5. Dependence on the source coherence properties

The source we use to illuminate the mask is partially coherent in contrast to demonstrations of

CGI with optical radiation. This major difference leads to the question of how do the image
quality and resolution depend on the spatial coherence length of the source?

To answer this question, we simulate the CGI procedure for a 15-micron slit and compare
between several spatial coherence lengths and between two types of diffuser masks: a pure
phase mask and a pure amplitude mask. We summarize the results of the comparison in Fig.
3. In the upper row (Figs. 3(a)-3(d)) we show the results for the amplitude mask and in the
lower row (Figs. 3(e)-3(h)) we show the results for the phase mask. Since the results depend
mainly on the ratio between the coherence length and the features size, we define the ratio
R = cl/MFS , where the MFS is the minimum feature size.
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Fig. 3. CGI simulations for several coherent lengths. R is the ratio between the spatial
coherence length and the minimum features size of the diffuser. The object is a 15 um slit (the
purple lines are the theoretical slit). In panels (a)-(d) the mask is an amplitude mask and in
panels (e)-(h) the mask is a phase mask. The propagation distance we use for the simulations is

100 mm.
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The results in Figs. 3(a)-3(d) indicate that the image can be reconstructed even when the
coherence length is smaller than the speckle size if the diffuser is an amplitude mask.
However, the resolution improves with the coherence length. For coherence lengths that are
shorter than the features size as in Fig. 3(a) the sharp edges of the slits are completely blurred.
This is because the divergence angle is inversely proportional to the coherence length (as
described in section 2). Since the beam that is scattered from the diffuser expands according
to the diffraction angle, the larger the diffraction angle the broader the speckles at the object
plane and the resolution decreases.

For the phase mask, the image can be reconstructed only if the coherence length is on the
order of the speckles size as in Figs. 3(f)-3(h). We note that in the range where the coherence
length is equal or slightly shorter than the feature size of the diffuser, the reconstruction
depends strongly on the properties of the partial coherent source model.

In our experiment, the diffuser masks introduce mainly amplitude fluctuations into the
beam. Therefore, we conclude that the CGI procedure works, although the coherence length is
on the order of the speckle size, and it is possible that the contribution of the phase
information is very small. The short coherence length in our case mainly leads to blurring and
to the reduction of the spatial resolution, as we show in Fig. 3(b).

In addition, we deduce from the results of Fig. 3 that a larger ratio between the coherence
length and the mask feature size could lead to the possibility of using the phase contribution
from the mask. This conclusion is important for small objects since the amplitude modulation
by the mask is limited by the height of the features of the mask, which are limited by the
aspect ratio, which is determined by fabrication limitations. Thus, smaller lateral size of the
features has smaller amplitude fluctuations and the addition of the phase fluctuations can
enhance the contrast of the reconstructed image.

6. Signal-to-noise ratio and image quality

After we demonstrated the CGI effect and discussed its dependence on the spatial coherence
length we turn to quantify the signal-to-noise ratio (SNR) and its dependence on the number
of realizations. Theoretically the SNR scales as the square root of the ratio between the
number of realizations N and the number of speckles transmitted through the object Ng

[33,34]: SNR o< /N/N, . Figure 4 shows the SNR as a function of the number of realizations
N for CGI results with the 50 pm slit that we show in Fig. 2(a). The black dots are the

experimental results and the blue line is an analytic fitting function avN , where “a” is a
constant. The SNR matches approximately to the analytical fit and the value of the parameter

“a” is 0.5. This result matches to the order of 1/«[NS 10", when Nj is the spot size divided
by the feature size. The analysis of the other two experiments yields similar results.
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Fig. 4. The SNR as a function of the number of realizations N for CGI results with the 50 um
slit that we show in Fig. 2(a). The black dots are experimental results and the blue solid line is
the analytic fitting function aVN. See details in the text.

While the results shown above demonstrate the feasibility of CGI, the quality of the
images can be further improved by increasing the thickness of the speckles and hence the
amplitude variations that are induced by the diffuser mask. In addition, since the beam
diffracts from the mask plane to the image plane, the distance between the diffuser and the
object is one of the properties that determines the spatial resolution. Figure 5(a) shows a
comparison for CGI of a 50 um slit (the purple line is the theoretical slit) between the
experimental results (blue dotted line), a simulation for the experimental parameters (green
dashed line), and a simulation for a mask with transmission variations between 0 and 1 (red
dashed line). The results in this panel are obtained by assuming that the object is mounted at
the same distance of the experiment (100 mm). Figure 5(b) shows the similar simulations
with the exception that the distance between the mask and the object is 30 mm. The
coherence length for the simulations is 1 pm.

Normalized
coincidence counts (a.u.)

-50 0 50
Relative position (zm)

Fig. 5. Comparison between the CGI experimental results (blue dotted line), CGI simulation
with the mask that we used in the experiment (green dashed line), and simulation with an ideal
mask modulation (red dashed line) for a 50-pm slit (the purple line is the actual shape of the
slit). In panel (a) the distance between the diffuser and the object is 100 mm. In panel (b) the
distance is 30 mm.
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It is clear that the results of the simulations with the parameters of the experiment (green
dashed line) and the experimental results (blue dotted line) in Fig. 5(a) agree within the
experimental resolution. However, there is a distortion in the measured image, which is
absent in the simulations. Since the calculations in the CGI procedure are based on the
information of the mask pattern, we believe that the distortion is caused by inaccuracies in the
mask fabrication process.

We note that the resolution of the simulations and the experimental results in Fig. 5(a) are
nearly equal. This similarity suggests that the main reason for the limited resolution is the
divergence of the beam, and not the experimental errors. Based on this considerations, we
anticipate that it would be possible to improve the spatial resolution significantly by moving
the object closer to the diffuser as we can see clearly from Fig. 5(b) where the resolution is
improved in both simulations (dashed lines). Equivalent ways to improve the resolution are to
increase the R factor by using a source with a larger spatial coherence length or by using a
mask with smaller features.

We note that the simulations with the ideal mask (red dashed line) show higher SNR. This
suggests that it would be possible to improve the SNR of the image by increasing the
thickness of the mask features, which will lead to stronger variations of the amplitudes and
the phases and a higher correlation function.

7. Conclusion

We have demonstrated the first experimental observation of CGI at X-ray wavelengths with
only one single-pixel detector. The simulations we performed suggest that it is possible to
improve the SNR, the contrast, and the spatial resolution of the reconstructed images by
optimizing parameters such as the aspect ratio and thickness of the speckle size. These
improvements can be achieved by using advanced lithography techniques, such as X-ray
photolithography [35].

We note that since it is possible to control the parameters of the diffuser by designing an
efficient scatter distribution, CGI can also lead to a reduction in the number of realizations
that are required for the reconstruction of the images [18,19] and therefore to either shorter
measurement durations or to a lower radiation dose that is required for the reconstruction of
the images. Furthermore, our method is not limited to near field imaging. By mounting the
object far from the detector it would be possible to measure the diffraction pattern of an
object [13,17] and to reconstruct the object by a phase retrieval algorithm [22]. In addition,
our technique advances the possibilities for three-dimensional imaging [20,21] and for
imaging of objects, which are embedded in liquid [16]. Finally, we note that since our
technique does not require either high coherence or high brightness, it can be used not just
with synchrotron radiation but also with tabletop X-ray sources.
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crucial for a broad range of fields ranging from fund

ging tool that provides essential information about composite materials, and it is
)

science to numerous applications. Methods that exploit

x-ray fluorescence are very advantageous and are widely used, but require focusing of the input beam and raster scanning
of the sample. Thus, the methods are slow and exhibit limited resolution due to focusing chall Here, we d

strate an x-ray fluorescence method based on computational ghost imaging that overcomes those limitations since it does
not require focusing and show that when it is combined with compressed sensing the total measurement time can be sig-
nificantly reduced. Our method opens the possibility to significantly enhance the resolution of chemical element maps
and to extend the applicability of x-ray fluorescence inspection to new fields where the measurement time is a critical

parameter.
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1. INTRODUCTION

x-ray fluorescence (XRF) is a powerful method to identify and map
the chemical compositions of samples with intriguing applications
that are exploited in a broad range of fields from fundamental
science to industry and cultural heritage. Examples for scientific
disciplines where XRF plays a prominent role include materials
science, electrochemistry [1], biology [2], paleontology [3], and
archaeology [4]. Industrial applications include, for example,
metal analyzers for small parts that are produced by the automotive
and aerospace industries [5]. In cultural heritage, XRF is very
useful in providing information on the hidden layers of famous
paintings [6].

The basic principle of XRF is simple and is based on the x-ray
fluorescence process in which x-ray radiation is used to excite core
electrons in the sample. When the core electrons are excited or
ejected from the inner shells of the atoms, holes are formed in those
shells. The electrons can return to their ground state or outer elec-
trons can fill the holes leading to the emission of x-ray radiation at
photon energies that correspond to the characteristic atomic lines.
The spectrum of the emitted radiation (the fluorescence spectrum)
is detected and analyzed, and since each chemical element has
unique emission lines, the fluorescence spectrum is used to charac-
terize the elemental composition of the sample. The detection can
be done by energy-resolving detectors that are simple to use and
available components with sufficient energy resolution.

In its simplest form, XRF provides no spatial information
since the detector collects the radiation from large areas; in recent
decades, however, spatially resolved XRF techniques have been
developed and their advent opens appealing opportunities in many
fields [1,3,4,6]. However, the main challenge for spatially resolved
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XRF measurements is that, in contrast to transmission measure-
ments, the fluorescence is nondirectional, which means that the
application of pixelated detectors is a great challenge. Instead,
in most cases, 2D chemical maps are reconstructed by focusing
the impinging beam and raster-scanning the sample. With this
procedure, the spatial information is retrieved since at each mea-
surement point only a small portion of the sample is irradiated and
the resolution is determined by the spot size of the input beam [7].
When the spot size is on the order of several microns, the method
is called micro-XRE Extensions to 3D are also possible by either
computed tomography [8,9] or confocal x-ray microscopy [10,11].

Despite being very successful and widely used, XRF faces two
major challenges that hamper its performance and the extension
of its applicability to further disciplines: (1) focusing of x-ray radi-
ation is difficult, especially at high photon energies, so the ability
to use small spot sizes in a broad photon energy range is unique
to very few synchrotron beamlines and x-ray free electron lasers
[7]. To date, the highest resolution achieved with tabletop sources
is several microns [12]. However, it is achievable only in a very
limited range of photon energies and at the expense of a significant
loss of the input flux. (2) In almost all practical implementations of
micro-XRE, the spatial information is obtained by raster scanning.
This is a very slow process since the scan is done over every point of
sample. For large samples and for 3D imaging, the measurement
time is several days.

We note reports on several methods for full-field XRE, which
are implemented by photon-energy-resolving pixelated detectors,
with capabilities to provide 2D chemical maps in a single frame
[13-16]. These techniques are performed by using either sim-
ple [13,16] or coded [14,15] apertures in front of the pixelated
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detector to address the challenge of the blurring due to the nondi-
rectionality of the fluorescence. However, the spatial resolution
and the field of view (for a fixed number of pixels) are limited
[13-15]. In addition, because the quantum efficiency of the detec-
tors drops very quickly at photon energies higher than 20 keV,
there are inflexible constraints on the distance between the sample
and the detector, and the measurements cannot provide 3D infor-
mation without additional lenses [16], which introduces severe
challenges. Another approach to reduce the duration of the XRF
measurements is based on scanning procedures [17,18] and infor-
mation that is obtained from the sample during the scan to improve
the scanning effcieny [19]. This is a very interesting direction, but
the setup is differentand the focusing of the input x-ray beam is still
required.

Here, we propose and demonstrate a proof-of-principle exper-
iment for what we believe, to the best of our knowledgc, is a new
and fast, XRF approach with potentially high spatial resolution
that solves those challenges by using structured illumination
and correlation. The main advantages of our approach are that
it does not require focusing and that the measurement time can
be significantly reduced by using compressed sensing (CS) or
artificial intelligence (Al) algorithms since our method requires a
significantly smaller number of measurement points compared to
standard techniques.

Our approach that we denote as x-ray computational ghost
fluorescence (GF) is related to the computational ghost imaging
(GI) approach proposed by Shapiro in 2008 [20]. While the initial
motivation of the computational GI approach was to show that
quantum correlations are not essential for GI, it evolved to many
interesting directions with intriguing potential applications and
has been investigated extensively in a broad range of wavelengths
[20-35] from radio waves [23] to X-rays [26,29-32], and even
with neutrons [36], and electrons [37]. Computational GI can
be used to reconstruct 2D and 3D images [28] and, by using
CS [35] or Al [22], the measurement time can be significantly
reduced. While several schemes for GI have been demonstrated
with X-rays [26,29-32,38-41], in the present work we replace
the measurement of the transmission or reflection of the object
by the measurement of the x-ray fluorescence, which carries the
information on the chemical elements; hence, we can use it for
chemical mapping.

We note that the GI approach has been used in the visible range
for the measurement of the fluorescence [27,33,34]. However,
long wavelength fluorescence measurements are not element
specific and, in contrast to our method, cannot be used for chemi-
cal element mapping. Moreover, the implementation of GI for
XRE where the main alternative is raster scanning, expresses the
strengths of the GI approach, which are the ability to provide
spatial information without lenses or mirrors and the natural suit-
ability for compressive measurements, which can be used to reduce
the measurement time [42].

2. IMAGE RECONSTRUCTION PROCEDURE

Our procedure relies on a two-step approach for the implemen-
tation of computational GI [32]. A flowchart that illustrates the
procedure is shown in Fig. 1(a). In both steps, the x-ray beam
irradiates a mask with inhomogeneous transmission that induces
intensity fluctuations in the beam. The goal of Step I is to measure
the intensity fluctuations that the mask introduces at the plane of
the sample for each of the realizations that we use in Step II. As we
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illustrate in Fig. 1(b), this is done in the absence of the object and
by mounting a pixelated detector at the plane at which we mount
the object in Step II. In Step II, which is depicted in Fig. 1(c), we
remove the pixelated detector, insert the object, scan the mask at
the same positions as in Step I, and measure the x-ray fluorescence
with two photon-energy-resolving silicon drift detectors (SDDs)
located at two different positions, as shown in Fig. 1(c). We denote
the detector that is located upstream the sample as detector R
and the detector located downstream from the sample as detector
T. We use two detectors to show that the chemical map can be
reconstructed by mounting the detector at any direction around
the sample and each of the maps is reconstructed using the data
fromasingle SDD.

After completing the measurements for the entire set of real-
izations, we obtained two sets of data. One contains the patterns
of the mask (measured in Step I) and the other contains the cor-
responding intensities for each of the fluorescence emission lines
(measured in Step II). To reconstruct each shape of the emitters, we
separately exploit the following reconstruction procedure for each
chemical element. We represent the spatial distribution of each
chemical element by a vector x. Another vector T, which includes
n realizations, represents the intensities of the corresponding emis-
sion lines measured by the each of the SDDs. The mask patterns
are represented by the matrix A, for which every row is a single
realization. The vector T is equal to the product of the matrix Aand
the vectorx:

Ax=T. 1)

To find the vector x with a minimal number of realizations,
and consequently to reduce the measurement time, we used the
CS approach, which uses a priori knowledge on the structure of
the image. We used the protocol of “total variation minimization
by augmented Lagrangian and alternating direction algorithms”
(TVAL3) [43]. The basic concept of the protocol is that the gra-
dient of many objects in nature can be represented by a sparse
matrix. For each chemical element, the vector x is reconstructed by
minimizing the augmented Lagrangian:

min Y |1 Dxlls + S 1A =TI} s.c x= 0,

=1

(2

with respect to the L, norm. Here, D;x s the i component of the
discrete gradient of the vector x, and 4 is the penalty parameter of
the model. Here, we set it = 2°). After we reconstruct the image for
each of the chemical elements, we overlay the images to reconstruct
the chemical element map.

3. RESULTS

The source we used in this experiment was a rotating copper anode
and the mask was a sandpaper with an average feature size of about
40 pm. Since we used a collimator before the mask, the intensity
patterns we measured in Step I [see Fig. 2(a)] are proportional
to the spatial variations of the transmission of the mask. Similar
to GI, the spatial resolution of our method is determined by the
width of the autocorrelation function of the mask that modulates
the input x-ray beam [44]. The autocorrelation function of the
mask is presented in Fig. 2(b), while the 1D horizontal and vertical
projections are presented in Figs. 2(c) and 2(d), respectively. The
autocorrelation function is nearly isotropic and the FWHM of the
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Image reconstruction procedure and schematics of the experimental setup. (a) Flowchart of the reconstruction procedure. In Step I, we measure

the intensity patterns induced by the mask in the absence of the object. In Step Il we measure the fluorescence from the object. Schematics of the experimen-

tal setup for Steps I and IT are shown in (b) and (c), respectively.

curveare 33 7 umand 31 £ 7 pm for the horizontal and vertical
axes, respectively.

The object we imaged contains three small pieces of iron,
cobalt, and brass (CuszZn;). The direct image and the fluores-
cence spectrum of the objects are shown in Figs. 2(e) and 2(f),
respectively.

Our method can provide the chemical map by mounting the
detectors at any position around the sample and at any distance as
long as they collect the fluorescence as emitted from the sample.
To display this ability, we present the images reconstructed by our
method for the iron and cobalt objects in Figs. 3(a) and 3(b) for
detector R and detector T, respectively. The images were recon-
structed using 550 realizations and the CS procedure described
above. The agreement of the chemical element maps we recon-
structed with the real arrangement and structures of the iron
and cobalt objects is excellent and indicates the reliability of our
method. The resolution of our method is clearly much higher than
the spot size of our experiment that was about 1.5 mm, and we
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were able to resolve the iron and cobalt objects that are separated
by a gap ofless than 200 pm. In addition, we show very clearly that
our method can be used to eliminate strong background noise.
The images of the iron and cobalt objects are very clear, despite
the strong background. Note that the copper emission lines in
Fig. 2(f) are stronger than the emission lines of the iron and the
cobalt by about a factor of 7. The brass object, however, could not
be reconstructed because of the proximity of its emission lines to
the emission lines of the radiation of our source.

After successfully showing the ability to reconstruct chemical
maps with our method, we then demonstrate that we can use CS to
reduce number of realizations; hence, to reduce the measurement
time. To quantify the image quality of the reconstructed chemical
maps we calculated the peak SNR (PSNR) as a function of the
number of realizations. We plot the PSNR of the reconstructed
chemical maps we measured with detector T as a function of the
number of realizations in Fig. 4. The chemical maps for various
compression ratios (CR) are displayed next to the graph. The CR s
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Fig.2. (a) Example of the reference data (the intensity fluctuations induced by the mask). (b) Autocorrelation function of the intensity pattern induced
by the mask averaged over all realizations. The blue and green lines indicate the horizontal and vertical cross sections shown in (c) and (d). The blue and
green dots are the measured data for the horizontal and vertical cross sections, respectively, and the red curves are interpolation functions. In (e) and (f) nor-
malized direct image and fluorescence spectrum of the object, which consists of iron, cobalt, and brass objects are shown. The red line is the spectrum in the
absence of the sample and the blue line is the spectrum when the sample is present. The emission lines are indicted near each of the peaks.
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Fig. 3.  Reconstructed chemical element maps by x-ray GF using
(a) detector R and (b) detector T. The red and green areas indicate the 10
areas containing the iron and cobalt elements, respectively.
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oflreihza:il(b)ns we used for the reconstruction [37]. The PSNR is Number of realizations
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2 T as a function of the number of realizations. The compressive chemical
peakval : ; ; :
PSNR=10log [ ——— | , (3) element maps for various compression ratio (CR) values are displayed near
MSE the corresponding points.

where peakval is the maximum possible pixel value of the image
and MSE is the mean square error between the reconstructed image times compared to standard micro-XRF methods since the number
and the direct image [Fig. 2(e)]. We calculated the joint PSNR of
the cobalt and the iron images as the average between the PSNR
values of the images.

The maps we describe in the present work contain 1010 pixels,
which is also the number of sampling points if we were using stand- 4. DISCUSSION
ard micro-XRE Consequently, the CR expresses the reduction
of the measurement time that our method provides. With our

of realizations with our method is smaller than the number of
sampling points with standard XRF methods.

We now discuss several important properties and implications

technique, we can see a clear image even after 144 realizations, of our method and begin with the spatial resolution. To evaluate
which corresponds to a CR of 7 and identify the objects even with the performance of the method and its potential to reconstruct
a CR of 20. The important consequence of this result is that with high-spatial resolution chemical maps, we need to compare the
our method, the chemical maps can be measured in much shorter resolutions of the reconstructed maps with the resolution of the
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direct image of the objects and with the theoretical prediction for
GF based on the measured autocorrelation function of the mask.

Since the sample we investigated includes objects with sharp
edges, it is possible to estimate the resolution from the smearing of
the edges. We estimate the widths of the slopes of the cross sections
of the selected regions near the edges in the chemical map and com-
pare them to the corresponding widths of the same objects in the
direct image, as shown in Fig. 5. In Figs. 5(a) and 5(b), we describe
the selections of the two cross sections (I and II) that are displayed
for the chemical map and for the direct image, respectively. In
Figs. 5(c) and 5(d), we plot the cross sections I and II, respectively.
To compare to the FWHM of the correlation function, we esti-
mated the half width of the slope of the cross sections. For the two
edges presented in Fig. 5, we found that the widths of the slopes for
the chemical map are 35 + 7 pm and 31 & 7 pum for cross sections
I'and II, respectively, and the corresponding widths for the direct
imagesare 19 & 7 pumand 12 & 7 pum. The difference between the
resolutions of the GF and the direct image exists since the resolu-
tion of GF is determined by the correlation function length of the
mask, and is about 30 pm, as we discussed above. The resolution
of the direct image, however, is determined by the resolution of
the pixelated detector, which is about 15 um. Similar results are
obtained for the widths of the other edges and they are comparable,
as expected, to the width of the autocorrelation function of the
mask discussed above.

The resolution we demonstrated in this work is much higher
than the spot size we used, which was about 1.5 mm, and it is
limited by the feature sizes of the mask we used. The implication is
that our method can be used for high-resolution chemical mapping
at resolutions that are not limited by the focusing capabilities of a
system. It is possible to improve the resolution of our method using
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masks with smaller features. Recent work shows x-ray GI recon-
structions with resolutions below 10 pwm using masks that were
fabricated by photolithography [26,29,31] or by electroplating
[26,31]. The same masks can be used for x-ray GE Importantly,
it is possible to fabricate masks with submicron features using
nanotechnology techniques like e-beam lithography and x-ray
photolithography. Since the feature size essentially is the parameter
that controls that resolution of our method, it opens the possibility
for submicron resolution XRF with tabletop sources.

Next, we consider the impact of the CS and the intensity
fluctuation magnitude on the image quality since we are inter-
ested in the reduction of the measurement time with respect to
standard XRF methods, but without deteriorating the image
quality. While a high CR can lead to significant reduction in the
measurement time it may reduce the image quality and, as we
show below, the quality also depends on the magnitude of the
intensity fluctuations. Because the image quality in GI methods
is determined by the ratio between the variations of the detected
intensities for the different realizations to the noise, we define the
fluctuation-to-noise ratio (FNR) as

4

where s is the set of the intensities detected at a specific emis-
sion line during entire measurement, (-) is the average over all
realizations, and std is the standard deviation.

We simulated the experiment and calculated the PSNR of the
reconstructed cobalt and iron images as function of the FNR for
various CRs. In Fig. 6, we show the results of our simulations. The
solid lines are the corresponding fitting curves that we added as
guides for the eye. From the results presented in Fig. 6, we see that
for FNRs below 1, the PSNR is very small. These values indicate, as
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Fig. 6.

4
FNR

Dependence of the reconstruction quality of the chemical map on the CR and FNR. The points are the simulation results, and the lines are the

corresponding fitting curves to show the trend of the results. See further details in the article.

expected, that no clear image can be reconstructed for FNR values
below 1. As the FNR increases, the image quality improves until
the value is about 5. At higher FNR values, the image quality is
nearly independent from the FNR for any CS value.

For the parameters in our experiment, the FNR values are 3.4
and 4.8 for the cobalt and iron objects, respectively, and the average
is 4.1. Accordingly, the PSNR is about 23 for the CR of 2, as shown
in Fig. 4. The simulations also explain why we could reconstruct
the iron and cobalt, but not the brass object. The brass contains
copper and zinc with emission lines very close to the characteristic
emission lines of our source, as can be clearly seen in Fig. 2(f),
which suggests that the data are noisy for brass. However, it is still
possible to resolve the zinc K, line, which might indicate the pos-
sibility to reconstruct the brass with standard XRF methods. The
FNR, however, is only 1.8, which prevents the reconstruction by
GE This can be overcome in the future by choosing well-separated
emission lines or by increasing the depth of the mask features.

From Fig. 6 and the discussion above, it is clear that the recon-
struction quality depends on the FNR and the CR. We still,
however, need to discuss the impact of the FNR on the reduction of
the measurement time and to compare it to the raster scan XRE. In
this work, we demonstrated a reduction of the measurement time
as the result of reducing the number of scanning points, which is
enabled by CS. To understand the reduction in the measurement
time compared to standard XRF measurements, we recall that for
standard XRF the measurement time is limited by the requirement
for sufficient SNR; thus, it depends on the flux of the radiation that
irradiates the sample. Since the FNR cannot exceed the SNR, the
measurement time of GF will not be shorter than the measurement
time of standard methods unless a priori knowledge on the object
is used. However, in most cases, there is a priori information such
as the sparsity of the object that is used for the application of CS.
It is used to reduce the measurement time of GE as we demon-
strated in the present work. Therefore, the measurement time
with GF would be shorter than standard methods if the gain using
a priori knowledge is larger than the deterioration of the image
quality caused by the difference between the SNR and the FNR
[42,45,46]. Tt is clear that when the measurement duration per
measurement point (a single sample position for raster scan and
a single realization for GF) is not limited by the shot noise (for
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example, when the motor speed is the limitation), our approach is
advantageous, since both the SNR and the FNR can be very high.
Hence, the application of CS reduces the number of measurement
points and therefore the measurement time.

Finally, we note that since the aspect ratio of the mask features
is limited by fabrication or by physical constraints and since the
lateral size of the mask features controls the spatial resolution, there
is a tradeoff between the resolution and the FNR. This constraint
has an important impact on the image quality and on the ability to
reduce the measurement time.

5. CONCLUSION

Our work opens the possibility to develop a fast high-resolution
chemical element mapping technique without focusing and with-
out moving the sample. In addition to a reduced costand improved
mechanical stability, our method has several advantages over stand-
ard methods, which includes a smaller number of sampling points
and the applicability for a broad range of photon energies. Further
generalization of our results will lead to new applications to extend
the capabilities and the impact of XRF to new areas. Medical
imaging, for example, can benefit from our method because it
is performed at photon energies where lenses are not practical
and where the low contrast between various tissues is the main
challenge. Today, to improve the visibility and quality of images
of soft tissues, contrast agents are used since their transmission
contrast is higher than the transmission contrast between different
types of soft tissues. However, even with the contrast agents, the
visibility is limited. A potential further development of our method
is for the measurement the fluorescence from the same contrast
agents as a complementary or a completely new modality that
could increase the quality of the images or alternatively reduce the
dose of the measurements since the fluorescence contrast is sig-
nificantly higher than the transmission contrast. Another example
is for full body scanners used for national security applications.
Since our method can provide element-specific images and can
be tuned to be blind to human tissues, it can be used to improve
the privacy protection of inspected passengers in contrast to other
x-ray modalities. Finally, we point out that it is possible to replace
the input x-ray beam with an electron beam to excite the inner
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shell electrons [47]. In this case, spatial resolutions that exceeds
the nanometer scale are feasible and, with our method, it will be
possible to significantly reduce the scanning duration.

Funding. Israel Science Foundation (847/21).

Acknowledgment. Author Yishay Klein gratefully acknowledges the
support of the Ministry of Science & Technologies, Israel.

Disclosures. The authors declare no conflicts of interest.

Data Availability. All data are available in the main text or in Supplement 1.
Codes are available upon request form the authors.

See Supplement 1 for supporting content.

REFERENCES

1. J. Lim, Y. Li, D. H. Alsem, H. So, S. C. Lee, P. Bai, D. A. Cogswell, X. Liu,
N. Jin, Y. Yu, N. J. Salmon, D. A. Shapiro, M. Z. Bazant, T. Tyliszczak, and
W. C. Chueh, “Origin and hysteresis of lithium compositional spatiody-
namics within battery primary particles,” Science 353, 566-571 (2016).

. A. Cvetkovic, A. L. Menon, M. P. Thorgersen, J. W. Scott, F. L. Poole,
I, F. E. Jenney, Jr., W. A. Lancaster, J. L. Praissman, S. Shanmukh,
B. J. Vaccaro, S. A. Trauger, E. Kalisiak, J. V. Apon, G. Siuzdak, S.
M. Yannone, J. A. Tainer, and M. W. W. Adams, “Microbial metal-
loproteomes are largely uncharacterized,” Nature 466, 779-782
(2010).

. R. A. Wogelius, P. L. Manning, H. E. Barden, N. P. Edwards, S. M. Webb,
W.1. Sellers, K. G. Taylor, P. L. Larson, P. Dodson, H. You, L. Da-Qing, and
U. Bergmann, “Trace metals as biomarkers for eumelanin pigment in the
fossil record,” Science 333, 1622-1626 (2011).

4. A. C. Allwood, M. T. Rosing, D. T. Flannery, J. A. Hurowitz, and C. M.
Heirwegh, “Reassessing evidence of life in 3,700-million-year-old rocks
of Greenland,” Nature 563, 241-244 (2018).

. SPECTRO Analytical Instruments GmbH, “High-precision analysis

of small parts for aerospace and automotive applications,” https://

extranet.spectro.com/-/media/21264D4E-0D97-490B-996F-9E3C59C

ADBES.pdf.

R. Ploeger and A. Shugar, “Where science meets art,” Science 354,

826-828 (2016).

G. E. Ice, J. D. Budai, and J. W. L. Pang, “The race to x-ray microbeam

and nanobeam science,” Science 334, 1234-1239 (2011).

B. Golosio, A. Simionovici, A. Somogyi, L. Lemelle, M. Chukalina, and

A. Brunetti, “Internal elemental microanalysis combining x-ray fluo-

rescence, Compton and transmission tomography,” J. Appl. Phys. 94,

145-156 (2003).

9. S. A. Kim, T. Punshon, A. Lanzirotti, L. Li, J. M. Alonso, J. R. Ecker,
J. Kaplan, and M. Lou Guerinot, “Localization of iron in arabidopsis
seed requires the vacuolar membrane transporter VIT1,” Science 314,
1295-1298 (2006).

10. S. Bauters, P. Tack, J. H. Rudloff-Grund, D. Banerjee, A. Longo, B.
Vekemans, W. Bras, F. E. Brenker, R. van Silfhout, and L. Vincze,
“Polycapillary optics based confocal micro x-ray fluorescence and
Xx-ray absorption spectroscopy setup at the European synchrotron
radiation facility collaborative research group Dutch-Belgian beamline,
BM26A,” Anal. Chem. 90, 2389-2394 (2018).

. G. Chen, S. Chu, T. Sun, X. Sun, L. Zheng, P. An, J. Zhu, S. Wu, Y. Du,
and J. Zhang, “Confocal depth-resolved fluorescence micro-x-ray
absorption spectroscopy for the study of cultural heritage materials: a
new mobile endstation at the Beijing Synchrotron Radiation Facility,”
J. Synchrotron Radiat. 24, 1000-1005 (2017).

12. K. Tsuji, T. Matsuno, Y. Takimoto, M. Yamanashi, N. Kometani, Y. C.
Sasaki, T. Hasegawa, S. Kato, T. Yamada, T. Shoji, and N. Kawahara,
“New developments of x-ray fluorescence imaging techniques in
laboratory,” Spectrochim. Acta B At. Spectrosc. 113, 43-53 (2015).

13. G. Xiong, W. Jia, Q. Shan, X. Zhang, X. Tang, and J. Li, “Equipment
design and performance characterization of full field x-ray fluores-
cence (FF-XRF) element distribution imaging system with combined
collimating lens (CCL),” Rev. Sci. Instrum. 91, 123701 (2020).

14. A. Kulow, A. G. Buzanich, U. Reinholz, C. Streli, and M. Radtke, “On the
way to full-field x-ray fluorescence spectroscopy imaging with coded
apertures,” J. Anal. At. Spectrom. 35, 347-356 (2020).

N

w

o

o

N

e

32

15.

16.

18.

20.

21.

22.

23.

24.

25.

26.

2T

28.

29.

30.

3

=2

32.

33.

34.

35.

36.

37.

38.

39.

40.

4

=i

Vol. 9, No. 1 / January 2022 / Optica 69

A. Haboub, A. A. MacDowell, S. Marchesini, and D. Y. Parkinson,
“Coded aperture imaging for fluorescent x-rays,” Rev. Sci. Instrum.
85, 063704 (2014).

B. De Samber, O. Scharf, G. Buzanich, J. Garrevoet, P. Tack, M.
Radtke, H. Riesemeier, U. Reinholz, R. Evens, K. De Schamphelaere,
G. Falkenberg, C. Janssen, and L. Vincze, “Three-dimensional x-ray
fluorescence imaging modes for biological specimens using a full-field
energy dispersive CCD camera,” J. Anal. At. Spectrom. 34, 2083-2093
(2019).

.J. R. Betterton, D. Ratner, S. Webb, and M. Kochenderfer,

“Reinforcement learning for adaptive illumination with x-rays,”
in Proceedings—IEEE International Conference on Robotics and
Automation (2020).

K. Hwang, Y. H. Seo, J. Ahn, P. Kim, and K. H. Jeong, “Frequency selec-
tion rule for high definition and high frame rate Lissajous scanning,” Sci.
Rep. 7, 14075 (2017).

. M. M. Noack, K. G. Yager, M. Fukuto, G. S. Doerk, R. Li, and J. A.

Sethian, “A Kriging-based approach to autonomous experimentation
with applications to x-ray scattering,” Sci. Rep. 9, 11809 (2019).

J. H. Shapiro, “Computational ghost imaging,” Phys. Rev. A 78, 061802
(2008).

G. M. Gibson, S. D. Johnson, and M. J. Padgett, “Single-pixel imaging
12 years on: areview,” Opt. Express 28, 28190-28208 (2020).

M. Lyu, W. Wang, H. Wang, H. Wang, G. Li, N. Chen, and G. Situ, “Deep-
learning-based ghost imaging,” Sci. Rep. 7, 17865 (2017).

R. Baraniuk and P. Steeghs, “Compressive radar imaging,” in [EEE Radar
Conference (IEEE, 2007), pp. 128-133.

H.-C. Liu and S. Zhang, “Computational ghost imaging of hot objects in
long-wave infrared range,” Appl. Phys. Lett. 111,031110(2017).

D. Shrekenhamer, C. M. Watts, and W. J. Padilla, “Terahertz single pixel
imaging with an optically controlled dynamic spatial light modulator,”
Opt. Express 21, 12507-12518 (2013).

Y. H. He, A. X. Zhang, M. F. Li, Y. Y. Huang, B. G. Quan, D. Z. Li, L. A. Wu,
and L. M. Chen, “High-resolution sub-sampling incoherent x-ray imag-
ing with a single-pixel detector,” APL Photon. 5, 056102 (2020).

V. Studer, J. Bobin, M. Chahid, H. S. Mousavi, E. Candes, and M. Dahan,
“Compressive fluorescence microscopy for biological and hyperspectral
imaging,” Proc. Natl. Acad. Sci. USA 109, E1679-E1687 (2012).

B. Sun, M. P. Edgar, R. Bowman, L. E. Vittert, S. Welsh, A. Bowman, and
M. J. Padgett, “3D computational imaging with single-pixel detectors,”
Science 340, 844-847 (2013).

Y. Klein, A. Schori, |. P. Dolbnya, K. Sawhney, and S. Shwartz, “X-ray
computational ghost imaging with single-pixel detector,” Opt. Express
27,3284-3293 (2019).

0. Sefi, Y. Klein, E. Strizhevsky, I. P. Dolbnya, and S. Shwartz, “X-ray
imaging of fast dynamics with single-pixel detector,” Opt. Express 28,
24568-24576 (2020).

. Y.-H. He, A.-X. Zhang, W.-K. Yu, L.-M. Chen, and L.-A. Wu, “Energy-

selective x-ray ghost imaging,” Chin. Phys. Lett. 37, 044208
(2020).

A.-X. Zhang, Y.-H. He, L.-A. Wu, L.-M. Chen, and B.-B. Wang, “Tabletop
x-ray ghost imaging with ultra-low radiation,” Optica 5, 374-377 (2018).
S. Ota, R. Horisaki, Y. Kawamura, M. Ugawa, |. Sato, K. Hashimoto, R.
Kamesawa, K. Setoyama, S. Yamaguchi, K. Fujiu, K. Waki, and H. Noji,
“Ghost cytometry,” Science 360, 1246-1251 (2018).

N. Tian, Q. Guo, A. Wang, D. Xu, and L. Fu, “Fluorescence ghost imaging
with pseudothermal light,” Opt. Lett. 36, 3302-3304 (2011).

0. Katz, Y. Bromberg, and Y. Silberberg, “Compressive ghost imaging,”
Appl. Phys. Lett. 95, 131110 (2009).

A. M. Kingston, G. R. Myers, D. Pelliccia, F. Salvemini, J. J. Bevitt, U.
Garbe, and D. M. Paganin, “Neutron ghost imaging,” Phys. Rev. A 101,
053844 (2020).

S. Li, F. Cropp, K. Kabra, T. J. Lane, G. Wetzstein, P. Musumeci, and D.
Ratner, “Electron ghost imaging,” Phys. Rev. Lett. 121, 114801 (2018).
D. Pelliccia, A. Rack, M. Scheel, V. Cantelli, and D. M. Paganin,
“Experimental x-ray ghost imaging,” Phys. Rev. Lett. 117, 113902
(2016).

A. Schori and S. Shwartz, “X-ray ghost imaging with a laboratory
source,” Opt. Express 25, 14822-14828 (2017).

H. Yu, R. Lu, S. Han, H. Xie, G. Du, T. Xiao, and D. Zhu, “Fourier-
transform ghost imaging with hard x rays,” Phys. Rev. Lett. 117, 113901
(2016).

. A. Schori, D. Borodin, K. Tamasaku, and S. Shwartz, “Ghost imaging

with paired x-ray photons,” Phys. Rev. A 97, 063804 (2018).



42.

43.

44.

Resea Article

T. J. Lane and D. Ratner, “What are the advantages of ghost imag-
ing? Multiplexing for x-ray and electron imaging,” Opt. Express 28,
5898-5918 (2020).

C. Li, W.Yin, H. Jiang, and Y. Zhang, “An efficient augmented Lagrangian
method with applications to total variation minimization,” Comput.
Optim. Appl. 56, 507-530 (2013).

A. Gatti, E. Brambilla, M. Bache, and L. A. Lugiato, “Ghost imaging with
thermal light: comparing entanglement and classical correlation,” Phys.
Rev. Lett. 93, 093602 (2004).

33

45.

46.

47.

Vol. 9, No. 1 / January 2022 / Optica 70

A. M. Kingston, W. K. Fullagar, G. R. Myers, D. Adams, D. Pelliccia, and
D. M. Paganin, “Inherent dose-reduction potential of classical ghost
imaging,” Phys. Rev. A 103, 033503 (2021).

D. Ceddia and D. M. Paganin, “Random-matrix bases, ghost imaging,
and x-ray phase contrast computational ghost imaging,” Phys. Rev. A
97,062119 (2018).

X. Llovet, A. Moy, P. T. Pinard, and J. H. Fournelle, “Electron probe micro-
analysis: A review of recent developments and applications in materials
science and engineering,” Prog. Mater. Sci. 116, 100673 (2021).



Article 3-

High-spectral resolution absorption
measurements with free-electron lasers using
ghost spectroscopy

Yishai Klein, Alok K. Tripathi, Edward Strizhevsky, Flavio Capotondi ,
Dario De Angelis , Luca Giannessi, Matteo Pancaldi, Emanuele
Pedersoli, Kevin C. Prince, Or Sefi, Young Yong Kim, lvan A.
Vartanyants and Sharon Shwartz

Klein, Y., et al. Phys. Rev. A 107.053503 (2023)

34



PHYSICAL REVIEW A 107, 053503 (2023)

High-spectral-resolution absorption measurements with free-electron lasers
using ghost spectroscopy

Yishai Klein®,"" Alok K. Tripathi,':* Edward Strizhevsky ®,' Flavio Capotondi,> Dario De Angelis ®,> Luca Giannessi,>*
Matteo Pancaldi®,”> Emanuele Pedersoli ®,” Kevin C. Prince,>* Or Sefi,! Young Yong Kim,>®
Ivan A. Vartanyants > and Sharon Shwartz!-¥
' Physics Department and Institute of Nanotechnology and Advanced Materials, Bar Ilan University, Ramat Gan, 52900, Israel
2Elettra-Sincrotrone Trieste, Strada Statale 14-km 163.5, Basovizza, 34149, Trieste, Italy
3Istituto Nazionale di Fisica Nucleare, Laboratori Nazionali di Frascati, Via Enrico Fermi 54, 00044 Frascati, Roma, Italy
4Department of Chemistry and Biotechnology, School of Science, Computing and Engineering Technology,
Swinburne University of Technology, Melbourne 3122, VIC, Australia
SDeutsches Elektronen-Synchrotron DESY, Notkestrasse 85, 22607 Hamburg, Germany
®European XFEL, Holzkoppel 4, 22869 Schenefeld, Germany

® (Received 22 December 2022; accepted 29 March 2023; published 5 May 2023)

We demonstrate a simple and robust high-resolution ghost spectroscopy approach for x-ray and extreme
ultraviolet transient absorption spectroscopy at free-electron laser sources. To retrieve the sample response, our
approach requires only an online spectrometer before the sample and a downstream bucket detector. We validate
the method by measuring the absorption spectrum of silicon, silicon carbide, and silicon nitride membranes
in the vicinity of the silicon L, 3 edge and by comparing the results with standard techniques for absorption
measurements. Moreover, we show that ghost spectroscopy allows the high-resolution reconstruction of the
sample spectral response to optical pumps using a coarse energy scan with self-amplified spontaneous emission

radiation.

DOI: 10.1103/PhysRevA.107.053503

L. INTRODUCTION

X-ray and extreme ultraviolet (XUV) free-electron lasers
(FELs) are very powerful and bright sources that enable
measurements of ultrafast phenomena in a broad range of
processes [1,2]. Short wavelength spectroscopy is widely used
for the determination of the electronic structure of materi-
als and provides element specific information on the charge
and spin structures as well as bonding configurations, which
are important for understanding the functionality of materials
[3]. When performed at FELs, x-ray spectroscopy can pro-
vide information on the dynamics of the processes by using
pump-probe schemes, where the short FEL pulse probes a
process that is triggered by an external stimulus, which can
be provided either by an optical laser or by the FEL itself. By
varying the delay between the pump and the probe pulses, full
information on the dynamics of the electronic response of the
sample can be recorded [4].

There are basically two common strategies for the mea-
surement of high-resolution absorption spectra. The first is
to use narrowband (quasimonochromatic) radiation and to
measure the total transmitted intensity after the sample (or
the emitted fluorescence, which is often proportional to the
absorption). With this approach the spectrum of the sample
response is reconstructed by scanning the photon energy of the
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input radiation and registering the intensities measured by the
detector for each input photon energy. The monochromaticity
of the pulse is obtained either by using a monochromator [5]
or by using one of the seeding schemes depending on the
wavelength of the radiation [6-8]. A second strategy is imple-
mented when the radiation has a broadband spectrum (AA/A
~1% or more). In this case, the spectrum of the transmitted
radiation is compared with the spectrum of the input beam be-
fore the sample [9] and it is absolutely necessary to know the
spectrum before and after the sample with high precision and
fidelity. The energy resolution of the first approach depends
on the spectral bandwidth of the input radiation whereas, in
the second case, it is determined by the resolving power of the
spectrometers that are used for the spectral measurements.
The advantages of the broad bandwidth pulse strategy are
the possibility to measure broad ranges of spectra without
scanning the central emission wavelength, and the availability
of higher flux. Therefore, this approach can be significantly
faster than the narrow bandwidth approach and useful for
the measurement of low-efficiency processes. However since
broad bandwidth FEL pulses are generated usually by using
the process of self-amplified spontaneous emission (SASE)
[10,11], the pulse energy and the spectra vary randomly from
one shot to another. Thus, it is necessary to measure the spec-
tra before and after the sample on a shot-to-shot basis. While
single-shot spectrometers have been developed [12-16], the
simultaneous application of two such spectrometers for these
measurements is challenging, time consuming, and expensive.
Furthermore, signal-to-noise (SNR) requirements impose a

©2023 American Physical Society
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limitation on the minimum number of photons that must be
detected for the reconstruction of the spectra, which leads
to stringent requirements for the input flux and limits the
dynamical range of absorption magnitudes that can be mea-
sured. Thus, the range of samples that can be measured with
standard methods is limited. Finally, while with a narrowband
pulse the absorption can be inferred from the measurement
of the fluorescence yield, which is often proportional to the
absorbance, in the broadband scheme it is not possible since
the comparison between the two spectrometers is required.
Thus, the scheme can only be applied to transmissive samples
(or for samples that allow the measurement of the photocur-
rent), which strongly limits the choice of materials that can be
studied at FELs.

From the above it is clear that the choice of experi-
mental method depends on a range of factors: the available
light source, which may be SASE only; the spectrometers
available; the desired energy and temporal resolution for
time-resolved experiments; and the time available for mea-
surement, which is very often strictly limited. An alternative
strategy to perform absorption spectroscopy with FEL radi-
ation that overcomes the challenges of the above-described
approaches is ghost spectroscopy (GS), which is a form of
correlation spectroscopy. Being a method that relies on mul-
tiplexed measurements rather than direct measurements it
presents a number of advantages, with respect to the dura-
tion of the experiment, the simplicity of the setup, and the
resolution of the measurement [17]. This technique has been
demonstrated with radiation in the optical range [18-21] and
recently with soft x rays using SASE pulses generated by
FELs [22-24]. In addition, a closely related approach has
been used recently with hard x rays to measure simultaneously
the unoccupied and occupied electronic states of the atom by
using two spectrometers and correlation [25]. The concept
of GS is also closely related to ghost imaging (GI) [26],
which has been successfully applied with laboratory [27,28],
synchrotron [29-33], and FEL [34] x-ray sources.

The key parameter for GS is the variation of the spectral
features from one shot to another. GS indeed exploits the
stochastic nature of the SASE pulse spectra, i.e., the random
shot-to-shot variation of the multispike spectra. Within this
method, the spectrum of radiation impinging on the sample
is measured and correlated on a shot-by-shot basis with the
measured intensity of a single-pixel detector (usually a pho-
todiode) that has no spectral resolution and is mounted after
the sample. The measured intensity at this detector is propor-
tional to the integral of the product of the spectrum of the
input pulse and the spectral dependence of the transmission
of the sample, i.e., its transmission function. Therefore, for
each pulse, if the correlation between the input spectrum and
the transmission function of the sample is high, the detec-
tor measures high intensity. Conversely, if the correlation is
low, it measures low intensity. By repeating this procedure
for many input pulses with different spectral distributions,
it is possible to reconstruct the absorption spectrum of the
sample [17,35]. The term ghost here refers to the fact that
neither of the detectors can provide the spectrum, in di-
rect analogy to GI, where the pixelated detector is blind to
the object and the bucket detector does not provide spatial
information [26-34].

Here, we present a simple and robust approach for GS in
the XUV photon-energy range that requires only one spec-
trometer in front of the sample and a photodiode placed
behind it. By replacing the downstream spectrometer with a
photodiode, our approach greatly simplifies the experimental
setup for absorption measurements with SASE FELs. At most
facilities only the spectrometer before the sample is perma-
nently installed so our method eliminates the need for the
precise realignment of the downstream spectrometer, which
is typically required with the standard broadband approach.
This saves considerable time and effort and minimizes sys-
tematic errors that can arise from imprecise alignment. Our
approach thus enables more complex and precise experi-
ments to be performed at FELs, with minimal setup and
alignment requirements. By directly comparing the measure-
ment times and the spectral resolution of the GS case with
that obtained by setting the FEL emission in SASE and
seeded configurations, we demonstrate that GS is an effi-
cient strategy to perform absorption spectroscopy at FELs.
Furthermore, we extend the method and demonstrate its
applicability for pump-probe measurements. As with the
static measurements, the transient approach provides very
highenergy resolution with a significantly reduced number
of measurements.

II. METHODS
A. Experimental setup and radiation properties

We conducted the experiment at the DiProl (Diffraction
and Projection Imaging) end station [36,37] using the double-
cascade FEL source FEL-2 of the FERMI user facility located
in Trieste, Italy [38]. This source can produce either SASE
FEL radiation [39] or seeded FEL pulses [7,38] depending
on the setting parameters. To demonstrate our approach for
GS, we tuned the SASE pulse central energy in the photon-
energy range between 99 and 106 eV for the measurements of
the Si L, 3 edges. The radiation produced by the source was
focused by a set of bendable Kirkpatrick-Baez mirrors [40] to
a spot size of about 500 x 600 pm? at the sample position; the
polarization was circular and the pulse duration was estimated
to be about 250 fs. The repetition rate was 50 Hz. The setup of
our experiment is presented in Fig. 1. The online spectrometer
was the pulse-resolved energy spectrometer transparent and
online (PRESTO) [16], which is mounted at FERMI after
the undulators and before the end stations. In the PRESTO
spectrometer, a grating delivers most of the radiation in zeroth
order (97%) to the end stations, while the weaker first order of
the grating is used to measure the spectrum of each pulse.

The spectrometer resolution in the working energy range
is AL/A ~ 5 x 107> [16], corresponding to an energy reso-
lution of about 5 meV at 100 eV. Examples of the spectral
distribution of the FEL pulses in the SASE configuration and
the average over 8000 shots are presented in Fig. 2(a). In
our experiment, we mounted the sample in the direct beam
and measured three different membranes of silicon (Si), sili-
con nitride (SizNy), and silicon carbide (SiC), 200 nm thick,
provided by Norcada. The average energy per pulse at the
sample plane was 18.5 & 3 pJ, corresponding to a deposited
energy density per pulse of 6 & 1 mJ/cm?, which is well be-
low the typical damage threshold of the samples [41]. For the
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SASE pulse

FIG. 1. GS experimental scheme. The input SASE radiation is
split by a grating installed at the PRESTO instrument. The first order
is used as a reference that is measured by a single-shot spectrometer
mounted before the sample. The zeroth order irradiates the sample
and the transmitted radiation after the sample is measured by a
photodiode. The pump is an optical laser that is tuned to excite the
electrons form the valence band to the conduction band.

detector with no energy resolution, we used a 10 x 10 mm?
photodiode with an yttrium aluminum garnet (YAG) scintilla-
tor screen to convert the FEL radiation into optical radiation.
The detector was mounted at about 500 mm downstream
from the sample. At the detector position, due to the beam
divergence, the FEL spot size was about 3 x 4 mm?.

For the pump-probe measurements the optical excitations
were triggered by a pump laser at 3.1 eV (400 nm) with a pulse
duration of about 100 fs, beam dimensions of 700 x 670 umz,
and fluence of 8.5 mJ/cm?. In the experiment, we measured
various delays from —5 to 150 ps and the angle between pump
radiation and the sample was ~5°.

For the GS measurements and photon energies in the range
of 99-106 eV we varied the central photon energy of the
SASE radiation with a step size of 250 meV. At each of
the SASE photon energies we measured 2000 shots and the
SASE bandwidth spans a range of 500 meV [full width at half
maximum (FWHM), as can be seen in Fig. 2(a)].
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To account for the dependence of the beamline transmis-
sion on the photon energy, we compared the total intensities
of the spectrometer and the photodiode without the sample
every time we changed the central photon energy of SASE
emission. For the GS measurements and photon energies in
the range of 99-106 eV we varied the central photon energy
of the SASE radiation with a step size of 250 meV. At each
of the SASE photon energies we measured 2000 shots and the
SASE bandwidth spans a range of 500 meV [FWHM, as can
be seen in Fig. 2(a)].

To account for the dependence of the beamline transmis-
sion on the photon energy, we compared the total intensities
of the spectrometer and the photodiode without the sample
every time we changed the central photon energy of SASE
emission. We eliminated the background noise of the camera
of the spectrometer by subtracting the dark reference images
collected without FEL illumination.

Since GS is based on the intensity correlation between the
spectral features recorded on the spectrometer and the inten-
sity fluctuation recorded by the single-pixel detector placed
behind the sample, it was important to ensure a highly linear
correlation between the total recorded intensities on the two
detectors in the absence of the sample. To compare the corre-
lation quality between the two devices, we define the relative
error “R” for each ith pulse as

_ 15/ &) — I /p)
‘ In /)

where 5, and Ip, are the total intensity of the ith shot, measured
by the spectrometer and the photodiode, respectively, and
(-- - ) represents an average over all pulses.

We found that the typical standard deviation of the relative
error distribution of our experimental setup was about 7.5%. A
typical distribution of the relative intensity errors between the
two detectors, for an ensemble of 36 000 FEL pulses at a vari-
ety of energies within our scan range, is presented in Fig. 2(b).
The main contributions to the error distribution are (1) The
contamination of the high harmonics generated by the source
that is not suppressed by the optics before the spectrometer;
(2) the shot-to-shot beam pointing jitter, which is important

: @)
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FIG. 2. (a) Energy distribution of the SASE pulses measured by the online spectrometer, when the central photon energy is set at
100.5 eV. The thinner lines are the spectra of four individual pulses and the thick green line is the average over 8000 pulses. (b) The relative
error distribution between the total intensities at the spectrometer and the photodiode averaged over 36 000 pulses (blue bins). The red line is

the Gaussian fit and the standard deviation is 7.5%.
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since the spectrometer and the bucket detector detect slightly
different portions of the beam; (3) the presence of off-axis
spurious radiations that can impose spatial dependence of the
spectral components; (4) the impact of the finite dimensions of
the beamline mirrors, which may clip the beam; (5) shot noise.
However, as we show in the next section, the error distribution
we observed is sufficiently small for the GS reconstruction.

B. Seeded radiation and synchrotron measurements

To compare the method of GS with conventional scanning
approaches, we used FERMI FEL radiation in the seeded
configuration, where the FEL pulses are generated using a
~100 fs (FWHM) external laser pulse in the ultraviolet range
from 4.7 to 4.9 eV to trigger the FEL amplification process
[7,38]. By using a harmonic upshift factor of 21 the output
radiation spans a photon energy from 99 to 103 eV. As shown
in [42] the seeded FEL generated at FERMI is close to the
Fourier limit and the pulse duration is estimated to be about
30 fs [43]. In this experiment the normalized FWHM
bandwidth is AA/A = 1 x 1073, equivalent to an energy res-
olution of about 100 meV at 100 eV. Therefore, we scanned
the photon energy of the seeded radiation with step sizes
of 75 meV and measured the transmission of the silicon
membrane near the L, 3 edges in a range comparable to the
GS measurement. The transmission of the membrane at each
photon energy was calculated as the ratio between the average
pulse energy detected by the photodiode and the average total
pulse energy detected by the spectrometer. In addition, we
performed the same procedure for the SASE scanning: in this
case, almost all the electron bunch participates in the FEL
process, resulting in a FEL pulse duration of about 250 fs
(FWHM).

To validate our method, we compared the spectra we mea-
sured at FERMI with spectral measurements of the same
samples at the BEAR beamline at the Elettra synchrotron [44].
In this latter case, the spectral sample transmission at each
energy point is simply the average intensity measured after
the sample divided by the input average intensity.

C. GS reconstruction procedure

To reconstruct the ghost spectrum for each SASE central
energy, we exploited the following reconstruction procedure.
We represent the intensities of the N pulses measured by the
photodiode by a vector T (test data). The spectra of the pulses
are represented by the matrix A for which every row is the
spectral distribution of a single pulse (reference data). We
represent the transmission function of the sample as a vector
x, and thus the vector T is equal to the product of the matrix
A and the vector x:

Ax=T. (2)

In GS experiments, we measure the vector T and the matrix
A. We are interested in solving Eq. (2) for the vector x using
the compressive sensing (CS) algorithm of “total variation
minimization by augmented Lagrangian and alternating di-
rection algorithms” (TVAL3) [45]. However, this algorithm
works well only when the width of the average spectrum
is much broader than the spectral range under investigation.

Unfortunately, the SASE bandwidth in our case was narrower
than the total measured spectral range. To overcome this chal-
lenge, we used the following procedure: first we normalized
the matrix of the raw data by the average SASE distributions
[for example, for the central photon energy at 100.5 eV we
used the green line in Fig. 2(a)]:
AiAj

e %
ﬁ Zk:l Arj

Next, we normalized the reference and the test data by the
pulse energy of each pulse:

B;; , T;
TM [V I —
ﬁ Zk:l Bix ﬁ Zk:l Bix

By using this procedure, we can replace Eq. (2) with a new
equation,

B;; = 3)

Ci= “4)

Cx' =T, (5)
where the matrix representing the different energy distribu-
tions in each pulse is now the effective matrix C where the
envelope is normalized and the shot-to-shot intensity varia-
tions are filtered out.

Next, we used the TVAL3 algorithm to solve Eq. (5). The
basic idea of TVAL3 is to recognize that the gradients of
the measured spectra can be represented by a sparse vector.
The vector X’ is reconstructed by minimizing the augmented
Lagrangian,

M
minz 1D;x' |l + E"CX’ — T'||3 subjectto x' >0, (6)
X' 2

j=1

with respect to the /, norm. In Eq. (6), D;x’ is the jth com-
ponent of the discrete gradient of the vector X, and u is the
penalty parameter of the model (here we set & = 2°). We note
that for the reconstruction of the transmission function of the
sample (the vector x) the vector x’ that we obtained by using
the described algorithm is renormalized to obtain

’
X

T INN :
N k=1 Ak

The mathematical justification for this procedure is de-
scribed in the Appendix.

After we reconstructed separately the absorption spectrum
for each SASE central energy of the SASE scan, we merged
all the absorption spectra to create the spectrum of the sample.
At this point, the number of data points is much larger than the
number of points corresponding to the GS resolution since,
as we will discuss below, the resolution of GS is determined
by the width of the individual spectral spikes [46], which are
broader than the resolution of the spectrometer. Therefore, the
final step was to bin the points to obtain a bin size equal to the
spike width.

()

Xj

III. RESULTS AND DISCUSSION
A. Ghost spectroscopy results

The GS results for the three samples are presented in Fig. 3.
The blue dots are the GS reconstructions, and the magenta
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FIG. 3. GS L,; edge spectra of (a) silicon carbide (SiC),
(b) silicon nitride (Si3Ny), and (c) silicon (Si). The blue dots are the
GS results, and the magenta (light gray) dots are the results obtained
by the monochromatic synchrotron measurements.

(light gray) dots are the results of the synchrotron monochro-
matic scan that we used to validate our method. It is clear
from Fig. 3 that the agreement between the GS reconstruction
using the FEL and the synchrotron measurements is very
good. We conclude that the energetic chemical shift of the
Si L, 3 resonances in the three different samples due to the
different Si bonding is well monitored by GS reconstruction.
Furthermore, the contribution of the spin orbit splitting to
the L, 3 edge is clearly visible in the absorption spectrum of

crystalline Si near 100.2 eV of the silicon membrane [47] and
indicates that the GS resolution is much better than the width
of each of the edges, which is around 100 meV. The agreement
with the spectra measured by the synchrotron also indicates
that the resolution of the GS is close to the resolution of the
synchrotron, which is about 30 meV.

To compare the GS method, the scanning of the seeded
radiation method, and the scanning of the SASE radiation
method, we plot the spectra measured by these three different
approaches for the Si sample in Fig. 4(a).

While the photon-energy resolutions of the seeded and the
SASE radiation are simply determined by the spectral width
of their pulse envelopes, the resolution of GS is mostly related
to the spectral width of each individual spike of the SASE
spectrum. More precisely, we estimated the resolution of the
three methods by calculating the FWHM of the autocorrela-
tion function and by dividing it by ~/2. This protocol provides
the spectral width of the individual spikes for GS [46] and the
spectral width for the SASE and the seeded radiations. The
autocorrelation function values of the SASE pulses averaged
over 2000 pulses are the black dots in Fig. 4(b). The magenta
line is a fit of the sum of two Gaussian curves. The two
curves represent the spectral width of the SASE pulse and
the width of the spectral spikes. Using the same procedure,
we present the autocorrelation function of the seeded pulses
in Fig. 4(c), where the narrower Gaussian corresponds to the
spectral width of the seeded pulse. In Fig. 4(d) we present
these three Gaussian fits that correspond to the energy reso-
lutions of the SASE (green dashed line), seeded (red dotted
line), and GS (blue solid line), respectively. It is important to
note that the spectral width of the SASE radiation determines
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FIG. 4. (a) Comparison of the GS results (blue dots) with the spectrum collected by scanning FEL pulses generated in the seeded (red
squares) and the SASE (green circle) configurations. The statistical error of the SASE and seeded measurements was about 1% and too
small to be seen. (b), (c) Averaged autocorrelation function of SASE and seeded radiation, respectively. The black dots are the values of the
autocorrelation function that are calculated from the measured data and the magenta line is a fit of the sum of two Gaussians. The orange
dashed line is an example of a single-shot spectrum. (d) Gaussian fits from the autocorrelation function, which we used for the calculation of
the resolutions of the three methods. The resolutions are 500, 75, and 35 meV for SASE, seeded, and GS methods, respectively.
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the spectral range of the GS reconstruction at each of the
SASE central photon-energy steps.

The widths of the Gaussian profiles reported in Fig. 4(d)
indicate clearly that GS provides a higher resolution than
the one reached in seeded mode and much higher than the
SASE case, but with a number of scans that is equal to the
number of scanning points used in SASE mode. For the same
spectral range from 99 to 103 eV, with GS we used 15 steps
and the resolution was 35 meV; with the SASE radiation we
also used 15 steps, but the resolution was only 500 meV; and
with the seeded radiation we used 51 steps and the resolution
was 75 meV.

In principle, it is possible to increase the spectral resolution
in seeded mode by increasing the duration of the optical laser
seeding pulse, but at the expense of increasing the number of
step points per scan to map a given spectral interval. For GS
the trade-off between the resolution and the number of step
points is lifted.

B. Number of pulses required for the reconstruction
of the spectrum

In the previous section, we showed that GS requires a
smaller number of step points per scan compared with the
seeded radiation to cover the same spectral range. How-
ever, the measurement time also depends on the number of
shots required to stabilize the result at each energy point,
which is different between the GS and the seeded beam
scans.

A seeded FEL behaves indeed as a laserlike source [48]
and has stable output wavelength and power. An ideal mea-
surement of the input wavelength and of the pulse energy
before and after the sample would be sufficient to measure
one sample of the absorption spectrum with a single FEL
shot. In practice, the noise associated to the energy detec-
tion as well as the loss due to photon transport reduces the
correlation between the two energy measurements, and even
the acquisition of a single spectral sample requires averag-
ing over a number of shots to improve the signal-to-noise
ratio.

Conversely, in GS the spectrum reconstruction requires a
set of spectral acquisitions. The single measurement provides
only a fraction of the spectral information at each frequency
sample, but simultaneously on the samples distributed over the
broad range of frequencies corresponding to the SASE pulse
bandwidth. The SASE spectrum has the structure of spikes of
random amplitude and distribution; the fluctuation statistics
of each bin in the measured spectrum depends therefore on
the width of the bin itself. The highest achievable spectral
resolution with GS corresponds to spectral bins separated by
a width comparable to the spike spectral width. Increasing
the bin size reduces the spectral resolution, but improves the
statistics collected at each shot and requires a lower number
of shots to ensure the convergence of the analysis. It has
been shown for GI that the number of iterations scales as the
number of the pixels in the reconstructed image [49] and we
expect a similar dependence for GS. To test this important
aspect, we first compared the dependence of the quality of the
absorption spectrum measurements on the number of shots for
the GS and the seeded radiation.

To quantify the quality of the reconstructed spectrum we
consider the synchrotron data as the accurate reference ab-
sorption spectrum and define the mean absolute error (&) as

M
<e>=ﬁjzljlxj—gj|, ®)
where x; is the jth point in the reconstructed spectrum (by GS
or seeded), g; is the jth point in the ground truth which is the
synchrotron measurement, and M is the number of points.

We plot (¢) as a function of the number of shots for the
GS (blue dots) and for the seeded radiation (red squares) in
Fig. 5(a). The comparisons (in addition to the synchrotron
measurement as a reference) for various numbers of shots per
scanning point are shown in Figs. 5(c)-5(h). In our experiment
the spectrum we reconstructed by GS was slightly closer to
the synchrotron results than the spectrum obtained with the
seeded radiation. The smallest (&) for GS is around 0.035 and
for the seeded radiation it is 0.055. This comparison indicates
that GS can provide high-quality spectra with a number of
pulses per point that is comparable to the seeded radiation
scan.

The small difference between the GS results and the seeded
radiation results may indicate a systematic error and thus it is
difficult to infer from Fig. 5(a) which method converges to
its best value faster. We therefore defined the “convergence
factor,” Cr, similarly to the above definition of the (&) as

| M
Cr= M;lxj—bjl,

where now b; represents the best value for GS and for the
seeded mode separately, which is the jth point in the re-
constructed spectrum using 2000 pulses for GS and seeded
radiation. For this comparison we bin the GS dataset to
35 meV, corresponding to the value used in the plots 5(a)
and 5(c)-5(f) (blue-solid line) and 75 meV to match the reso-
lution of the seeded radiation (blue dashed line). In Fig. 5(b)
we show the Cr for the GS and for the seeded radiation scans
as a function of the number of pulses per scanning point
in the three cases. The convergence of GS is comparable to
the convergence of the seeded mode at equal resolution and
slower when the resolution of the GS is higher, requiring
more shots to reach a similar Cr. This implies that when the
resolution is equal the required number of shots per data point
with the GS and with the seeded radiation are comparable;
hence the measurement time with GS is shorter than with the
seeded radiation.

Another interesting result from this comparison is that even
with a small number of 300 pulses per scanning point, the
quality of the reconstructed spectrum obtained by GS was
sufficient to resolve the main features of the Si L3 edge
spectrum. In our experiment the repetition rate was 50 Hz
and the number of scanning points for the GS was 15, which
implies that the measurement time was 90 s.

©

C. Compression factor dependence

As discussed in the previous sections the resolution of
GS is determined by the average width of the single SASE
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FIG. 5. (a) The mean absolute error and (b) convergence factor of

the reconstructed spectrum of the silicon membrane as a function of the

number of pulses per scanning point for the GS (blue dots) and the seeded radiation (red squares). (c)—(h) The reconstructed spectrum results
with GS (blue circles) and with seeded radiation (red squares) compared to the synchrotron measurements (magenta line) as a guide using
(¢) 10, (d) 50, (e) 100, (f) 300, (g) 1000, and (h) 2000 pulses per scanning point.

spectral spikes. The main parameter that we can use to con-
trol the spike width is the electron bunch compression factor
[50]. To compress the electron bunch, we used a magnetic
double chicane located inside the acceleration section of the
FERMI source. A typical compression is used at FERMI
to increase the peak current up to about 650 A [51]. The
compressor can be tuned to further compress the beam to
reach a higher peak current. In Fig. 6(a) we show typical
energy pulse spectra for a modestly compressed electron beam
(blue line) and for a highly compressed electron bunch (pur-
ple dots), respectively. The two graphs clearly show that the
primary spectral features are different in the two regimes,
with more and wider spikes for a highly compressed electron
beam.
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To demonstrate this dependence more quantitatively we
show in Fig. 6(b) the spike width (calculated by the FWHM of
the autocorrelation Gaussians divided by V/2) as a function of
the peak current. The results indicate that the spectral spike’s
width grows linearly with the compression of the electron
beam, which is in agreement with the previous study [50]. In
our experiment the peak current was about 900 A, correspond-
ing to a spectral width of 35 meV, while for higher current
(i.e., 2150 A) the width is about 60 meV. The conclusion from
this discussion is that by controlling the compression factor it
is possible to control the spectral resolution of our approach.
It is important to note, however, that the compression also
affects the coherence and the pulse duration of the SASE
emission [50,52].

Spike width (eV)

2
800

1000 1200 1400 1600 1800 2000 2200
Peak current (A)

FIG. 6. (a) Typical single-shot FEL pulse spectra for 845 A (blue solid line) and 2080 A (purple dotted line) of the peak current of the
electron bunch. (b) Spike width as a function of the peak current. The vertical error bars represent the uncertainty caused by the spectrometer

resolution and the fitting procedure.

053503-7

41



YISHAI KLEIN et al. PHYSICAL REVIEW A 107, 053503 (2023)
b
1 @ 150 pE 0
) 0.05
208 oy
© £ 2100 |
2 & i .« _Bps =4
50.6 A p‘; ® 0
R LI D o)
LY s Qs
0415 1 1 . 150
i RS -0.05
99 100 101 102 °'9~9 0o 101
Energy (eV) Energy (eV)

FIG. 7. Photoinduced absorption variation in the silicon membrane: (a) XUV absorption spectra at various pump delays. (b) Differential

absorption map.

D. Pump-probe measurements

To demonstrate the ability to measure photoinduced vari-
ation in the L-edge absorption spectrum with GS we plot the
spectra at —5 ps (before the arrival of the optical pulse), 1,
25, and 150 ps delays between the optical pump and the XUV
pulses in Fig. 7(a).

The largest differences between the photoexcited and the
ground state spectrum can be clearly seen at a delay of 1 and
25 ps for photon energies that are slightly above the L; edge
(from 99.8 to 100.3 eV) and below the edges.

For a better understanding of the dynamics of the pho-
toinduced effects we numerically calculated the differential
absorbance by subtracting absorbance at —5 ps, where the
probe arrives before the pump, from the absorbance at a par-
ticular delay and plotted the results in Fig. 7(b). The color
maps were produced by interpolation with the measured data
from —5 to 150 ps. Inspecting Fig. 7(b), we see several
different behaviors in the dynamics of the variation of the
spectrum. To interpret Fig. 7(b), we recall that the L3 and the
L, edges are at about 99.8 and 100.3 eV, respectively, and
that they correspond to excitations from the 2p states (the
upper- and lower-spin states, respectively) to the bottom of
the conduction band. We first explain the results of Fig. 7(b)
by considering the dynamics of the charge carriers. Since the
photon energy of the optical laser is 3.1 eV, it excites electrons
from the valence band to the direct valley (the I" point) of the
conduction band. Thus, immediately after the excitation of the
electrons, the number of unoccupied states at the I" point is
reduced, and holes are created in the valence band. At delays
longer than the optical pulse duration, the charge carriers relax
from their excited state, first by electron-electron scattering
and at later times (several ps) by electron-phonon scattering
[53]. As a result of the relaxation processes, the electrons lose
energy and temporarily occupy states at energies lower than
the T" point in the conduction band and inside the gap (i.e.,
isolated impurity states); they eventually relax back to the
valence band by Auger recombination after several tens of ps
[53]. Thus, we expect the charge carrier dynamics to lead to a
reduction in the absorption near 99.8 eV and to an increase in
the absorption below 98.7 eV. Since the transition from the
2p level to the I' point is dipole forbidden [53] and since
the temporal resolution in our experiment was ~350 fs, we
observed only the slower relaxation dynamics. The relaxation

from the T" point to the bottom of the conduction band and to
the gap states is clearly seen in the form of the reduction in
the absorption in the energy range from 98.8 to 99.8 eV and
from 99.9 to 101.7 eV from a delay of 0 ps to a delay of 25 ps
and again from a delay of 25-150 ps.

However, there are several interesting features in Fig. 7(b)
that cannot be explained by considering only excitations and
relaxations of charge carriers. These are the increased absorp-
tion in the narrow area between 99.8 and 99.9 eV and the trend
of the variation at delays between 1 and 7 ps. The discrepancy
between the observations and the explanation based on charge
carrier dynamics indicates a possible photoinduced modifica-
tion of the band structure of the silicon and related structural
changes.

If these photoinduced variations exist, they should lead to
shifts of the edges and to further variations of the absorbance
of the sample mainly near the edges. We therefore plot the
delay dependence of positions of the edges in Figs. 8(b)-8(d).

We estimate the edge position by numerically calculating
the derivative of the absorbance spectrum. This derivative
peaks at the edges as can be seen in the examples for O and
25 ps delays shown in Fig. 8(a). This figure clearly shows that
the L; edge shifts from 99.79 + 0.035 to 99.87 £ 0.035 eV
after 25 ps from the optical stimulus. The same behavior is
observed at the L, edge lying at 100.30 £ 0.035 and 100.40 +
0.035 eV, at 0 and 25 ps delay, respectively. The other two
peaks observed in Fig. 8(a) below the L edges can be attributed
to impurity states in the Si gap.

The full dynamics of the L,3; edges are reported in
Figs. 8(b) and 8(c). We can see that the L3 and the L, states
shift to lower photon energies from 3 to 5 ps. From 5 to
7 ps both edges returned to their original positions. Again
from 7 to 25 ps both the edges exhibit negative shifts and
then they return to their original position after 150 ps. The
largest shift of the L3 edge is —0.08 eV and the largest shift
of the L, edge is —0.10 eV, occurring at 25 ps delay. While
obviously we did not measure sufficient delays in the region
near the largest deviation, the results are consistent with the
theory that predicts that a few ps after the excitations the
conduction band is shifted toward the valence band [54] and
with pertinent publications [55]. This can explain the positive
variation of the absorption just below the edge, which we see
in Fig. 7(b) since the shift of the conduction band and the
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FIG. 8. Variation of the edge position: (a) derivatives of the absorption spectra of at 0 and 25 ps delays. (b) The change of the position of
the L3 edge with the delays. (c), (d) Enlarged view of the change of the position of the L, and L3 edges, respectively, from -5 to 25 ps.

corresponding change in the density of states near the bottom
of the band can lead to this positive variation. The shift at
a delay of several ps can be attributed to electron-phonon
interaction and the shift at longer delays to the change in
the structure of the silicon that leads to the variation in the
band gap. The nonmonotonic behavior has to be investigated
in detail and suggests that several processes can impact the
variation of the band gap, for example, the temperature and
pressure of the hot charge carriers. Since the spectral res-
olution in our experiment was 35 meV, the small positive
shifts we see in Fig. 8 are smaller than our experimental
precision.

Comparing our results with pertinent work on transient
XUV spectroscopy in silicon, we note that Leone and
colleagues [53] reported a detailed study of the transient pho-
toinduced variation of the absorption spectrum by using a
high harmonic generation source as the probe and with optical
pumps at several wavelengths. The time resolution in their
experiment was higher than ours; thus they could monitor
the dynamics on the 100 fs scale. The intensity of the optical
laser they used was about an order of magnitude weaker than
the intensity we used, and their spectral resolution (500 meV)
was lower than ours. Most of our results agree with that work
and with the theoretical models they suggested. The main
differences are due to the higher intensity in the present work,
which led to more pronounced variations in the band structure.
Since we had a better spectral resolution, we observed several
structures they did not observe (the edge shifts, in particular),
but they all agree with the theory.

In another work, Beye ef al. [55] reported a photoinduced
phase transition with the optical fluence of 250 mJ/cm?,
which is about just 30 times higher than the fluence used
here. In their experiment they also used a 400 nm laser, but
they measured the XUV fluorescence. The shift of 80 meV

for Ly and 200 meV for L, which we observed when the
optical fluence was 8.5 mJ/cm? suggests that a photoinduced
phase transition can occur only if the fluence dependence of
the variation in the band structure is highly nonlinear. This is
because the band gap is about 1.1 eV.

IV. CONCLUSION

In this paper we have demonstrated the implementation
of GS for an XUV FEL with an online spectrometer in
front of the sample and a photodiode after the sample. The
experimental setup is simple and can provide high spectral
resolution with SASE FELs without additional spectrometers
after the sample or monochromatizating the input beam. We
have validated the quality of the absorption spectrum mea-
surements by comparing to more conventional methods and
found that the spectral resolution is comparable to the resolu-
tion of scans with seeded radiation. Our results indicate that
the measurement time with GS can be significantly shorter
than the measurement time with seeded radiation. From our
analysis we conclude that the reduction in the measurement
time is comparable to the ratio of the average spectral width
of the SASE regime to the spectral width of the seeded one
at a comparable spectral resolution. We emphasize that we do
not expect that GS will be always faster than scans with quasi-
monochromatic radiation and stress that the exact conditions
depend on various details such as the specific properties of the
FEL and the sparsity of the absorption spectrum. The spec-
tral resolution of the GS method is determined by the lower
resolution of either the width of spectral autocorrelation of
the SASE radiation or the resolution of the spectrometer. Our
work therefore calls for the improvement of the resolution of
single-shot spectrometers and for the reduction of the spectral
width of the SASE spikes.
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The results of the pump-probe experiment that we present
demonstrate the applicability of ghost spectroscopy for
transient absorption spectroscopy and for the study of pho-
toinduced effects with high-photon-energy FELs. The method
can lead to a novel and efficient procedure for transient spec-
troscopy at high photon energies. It is important to note that
the time resolution in our method is limited by the pulse du-
ration of the input pump and probe pulses, while the spectral
resolution is limited by the width of the spectral spikes. This
trade-off between the time and the spectral resolution, that
find their optimum for Fourier transform limited pulses, has
to be considered when designing measurements with ghost
spectroscopy.
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APPENDIX: RECONSTRUCTION PROCEDURE
FOR GHOST SPECTROSCOPY WHEN USING
SASE FLUCTUATIONS

In the following paragraphs we provide further details on
the derivation of the equations we used for the reconstruction
of the absorption spectrum from the measured data in the
experiment of ghost spectroscopy (GS).

To reconstruct the absorption spectrum of the object is we
need to solve Eq. (2) of the main text:

T = Ax, (A1)
where T is a vector that includes the intensities of N pulses
measured by the photodiode, x is a P-length vector represent-
ing the transmission function of the sample, and Aisa N x M
matrix where every row represents the spectral distribution of
a single pulse. However, the raw data from the measurements
include not just the spectral response of the sample but also
the constant envelope of the SASE fluctuations [the green
line shown in Fig. 2(a) of the main text] and the shot-to-shot
intensity instability, which is a general property of FELs. It
is therefore necessary to eliminate the information that is not
directly related to the sample. The idea of the procedure below
is to exploit an auxiliary matrix C that contains the spectral
information without the SASE envelope and to normalize the
shot-to-shot intensity variation.

We recall that we can represent each element of the matrix
A as

Axﬁj = Ll,'ATJ-Fj, (A2)
where the spectral envelope is the M-length vector F and the
shot-to-shot intensity variation is represented by a; for each
ith shot. A7; is a random value from a normal distribution,

ie., A,'j o N(,u, ?). By inserting Eq. (A2) into Eq. (A1) we
get

M M
Ti= E A;jx; = E a,Ai‘ijx, =
j=1 j=1

M
LS A7 aFx; (A3)
aZ ¥

=

where a is defined as a = % Z{\’:l a;. To use the matrix for the
reconstruction of the absorption spectrum we define the new
matrix and vectors as

; As 3
X’]‘ =aFij, B,",'Z& ;].:a}’:"j.’ (A4)
J
and Eq. (A3) can be transformed to
P
T; = Z A’,‘vaIj (AS)
j=1

which is equivalent to T = Bx'.

The matrix B contains the data of the spectral distribution
of the input pulses normalized by the average spectral enve-
lope of the raw measurements.

Assuming A* ~ N(1,0?) and a; ~ N(a, o%), the enve-
lope aF can be calculated by averaging over all the raw pulses:

N N
1 1
NZAi.j:NZaiA,ijj:aFj (A6)
i=1 i=1
Thus, the matrix B is related to the matrix A by
== (A7)
TR SV

which is Eq. (3) of the main text.

To address the second challenge of the shot-to-shot in-
tensity variation we normalized each measurement T; by the
value a; (and for convenience we multiply also by a constant

factor 37):
aT;
== A8
'Pa A8
Using Eq. (A5) we can write
coal
ki B ; (A9)
]
and
a B,‘ i
Cj=—— Al0
5 o (A10)
This leads to
M
T;=) Cx; o T =Cx. (A1)

which is Eq. (5) of the main text. The matrix C contains
spectral data that we used for the reconstruction of the trans-
mission function of the object. They are separated from the
envelope of the measured spectra and normalized to have
equal pulse energy. The factor g; is calculated by

FLhm i 2

aAF

M
%ZaA =a— ZA =a;. (Al2)
=1
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The vector T’ and the matrix C are related to the vector T
and the matrix B by the relations

_aTli _a T; _ T;
oMa MEY B Yl Bk
aB; B
Mo TSN B

k=1 ik

and

Cij= (A13)

which lead to Eq. (4) of the main text. By using the definition
of X' from Eq. (A4) we can find the actual transmission by
using the relation

’ ’
_x; X
X = T ISE A
a¥j 53 A

which leads to Eq. (7) of the main text.
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