
PHYSICAL REVIEW A 107, 053503 (2023)

High-spectral-resolution absorption measurements with free-electron lasers
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We demonstrate a simple and robust high-resolution ghost spectroscopy approach for x-ray and extreme
ultraviolet transient absorption spectroscopy at free-electron laser sources. To retrieve the sample response, our
approach requires only an online spectrometer before the sample and a downstream bucket detector. We validate
the method by measuring the absorption spectrum of silicon, silicon carbide, and silicon nitride membranes
in the vicinity of the silicon L2,3 edge and by comparing the results with standard techniques for absorption
measurements. Moreover, we show that ghost spectroscopy allows the high-resolution reconstruction of the
sample spectral response to optical pumps using a coarse energy scan with self-amplified spontaneous emission
radiation.
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I. INTRODUCTION

X-ray and extreme ultraviolet (XUV) free-electron lasers
(FELs) are very powerful and bright sources that enable
measurements of ultrafast phenomena in a broad range of
processes [1,2]. Short wavelength spectroscopy is widely used
for the determination of the electronic structure of materi-
als and provides element specific information on the charge
and spin structures as well as bonding configurations, which
are important for understanding the functionality of materials
[3]. When performed at FELs, x-ray spectroscopy can pro-
vide information on the dynamics of the processes by using
pump-probe schemes, where the short FEL pulse probes a
process that is triggered by an external stimulus, which can
be provided either by an optical laser or by the FEL itself. By
varying the delay between the pump and the probe pulses, full
information on the dynamics of the electronic response of the
sample can be recorded [4].

There are basically two common strategies for the mea-
surement of high-resolution absorption spectra. The first is
to use narrowband (quasimonochromatic) radiation and to
measure the total transmitted intensity after the sample (or
the emitted fluorescence, which is often proportional to the
absorption). With this approach the spectrum of the sample
response is reconstructed by scanning the photon energy of the
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input radiation and registering the intensities measured by the
detector for each input photon energy. The monochromaticity
of the pulse is obtained either by using a monochromator [5]
or by using one of the seeding schemes depending on the
wavelength of the radiation [6–8]. A second strategy is imple-
mented when the radiation has a broadband spectrum (�λ/λ
∼1% or more). In this case, the spectrum of the transmitted
radiation is compared with the spectrum of the input beam be-
fore the sample [9] and it is absolutely necessary to know the
spectrum before and after the sample with high precision and
fidelity. The energy resolution of the first approach depends
on the spectral bandwidth of the input radiation whereas, in
the second case, it is determined by the resolving power of the
spectrometers that are used for the spectral measurements.

The advantages of the broad bandwidth pulse strategy are
the possibility to measure broad ranges of spectra without
scanning the central emission wavelength, and the availability
of higher flux. Therefore, this approach can be significantly
faster than the narrow bandwidth approach and useful for
the measurement of low-efficiency processes. However since
broad bandwidth FEL pulses are generated usually by using
the process of self-amplified spontaneous emission (SASE)
[10,11], the pulse energy and the spectra vary randomly from
one shot to another. Thus, it is necessary to measure the spec-
tra before and after the sample on a shot-to-shot basis. While
single-shot spectrometers have been developed [12–16], the
simultaneous application of two such spectrometers for these
measurements is challenging, time consuming, and expensive.
Furthermore, signal-to-noise (SNR) requirements impose a
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limitation on the minimum number of photons that must be
detected for the reconstruction of the spectra, which leads
to stringent requirements for the input flux and limits the
dynamical range of absorption magnitudes that can be mea-
sured. Thus, the range of samples that can be measured with
standard methods is limited. Finally, while with a narrowband
pulse the absorption can be inferred from the measurement
of the fluorescence yield, which is often proportional to the
absorbance, in the broadband scheme it is not possible since
the comparison between the two spectrometers is required.
Thus, the scheme can only be applied to transmissive samples
(or for samples that allow the measurement of the photocur-
rent), which strongly limits the choice of materials that can be
studied at FELs.

From the above it is clear that the choice of experi-
mental method depends on a range of factors: the available
light source, which may be SASE only; the spectrometers
available; the desired energy and temporal resolution for
time-resolved experiments; and the time available for mea-
surement, which is very often strictly limited. An alternative
strategy to perform absorption spectroscopy with FEL radi-
ation that overcomes the challenges of the above-described
approaches is ghost spectroscopy (GS), which is a form of
correlation spectroscopy. Being a method that relies on mul-
tiplexed measurements rather than direct measurements it
presents a number of advantages, with respect to the dura-
tion of the experiment, the simplicity of the setup, and the
resolution of the measurement [17]. This technique has been
demonstrated with radiation in the optical range [18–21] and
recently with soft x rays using SASE pulses generated by
FELs [22–24]. In addition, a closely related approach has
been used recently with hard x rays to measure simultaneously
the unoccupied and occupied electronic states of the atom by
using two spectrometers and correlation [25]. The concept
of GS is also closely related to ghost imaging (GI) [26],
which has been successfully applied with laboratory [27,28],
synchrotron [29–33], and FEL [34] x-ray sources.

The key parameter for GS is the variation of the spectral
features from one shot to another. GS indeed exploits the
stochastic nature of the SASE pulse spectra, i.e., the random
shot-to-shot variation of the multispike spectra. Within this
method, the spectrum of radiation impinging on the sample
is measured and correlated on a shot-by-shot basis with the
measured intensity of a single-pixel detector (usually a pho-
todiode) that has no spectral resolution and is mounted after
the sample. The measured intensity at this detector is propor-
tional to the integral of the product of the spectrum of the
input pulse and the spectral dependence of the transmission
of the sample, i.e., its transmission function. Therefore, for
each pulse, if the correlation between the input spectrum and
the transmission function of the sample is high, the detec-
tor measures high intensity. Conversely, if the correlation is
low, it measures low intensity. By repeating this procedure
for many input pulses with different spectral distributions,
it is possible to reconstruct the absorption spectrum of the
sample [17,35]. The term ghost here refers to the fact that
neither of the detectors can provide the spectrum, in di-
rect analogy to GI, where the pixelated detector is blind to
the object and the bucket detector does not provide spatial
information [26–34].

Here, we present a simple and robust approach for GS in
the XUV photon-energy range that requires only one spec-
trometer in front of the sample and a photodiode placed
behind it. By replacing the downstream spectrometer with a
photodiode, our approach greatly simplifies the experimental
setup for absorption measurements with SASE FELs. At most
facilities only the spectrometer before the sample is perma-
nently installed so our method eliminates the need for the
precise realignment of the downstream spectrometer, which
is typically required with the standard broadband approach.
This saves considerable time and effort and minimizes sys-
tematic errors that can arise from imprecise alignment. Our
approach thus enables more complex and precise experi-
ments to be performed at FELs, with minimal setup and
alignment requirements. By directly comparing the measure-
ment times and the spectral resolution of the GS case with
that obtained by setting the FEL emission in SASE and
seeded configurations, we demonstrate that GS is an effi-
cient strategy to perform absorption spectroscopy at FELs.
Furthermore, we extend the method and demonstrate its
applicability for pump-probe measurements. As with the
static measurements, the transient approach provides very
highenergy resolution with a significantly reduced number
of measurements.

II. METHODS

A. Experimental setup and radiation properties

We conducted the experiment at the DiProI (Diffraction
and Projection Imaging) end station [36,37] using the double-
cascade FEL source FEL-2 of the FERMI user facility located
in Trieste, Italy [38]. This source can produce either SASE
FEL radiation [39] or seeded FEL pulses [7,38] depending
on the setting parameters. To demonstrate our approach for
GS, we tuned the SASE pulse central energy in the photon-
energy range between 99 and 106 eV for the measurements of
the Si L2,3 edges. The radiation produced by the source was
focused by a set of bendable Kirkpatrick-Baez mirrors [40] to
a spot size of about 500 × 600 μm2 at the sample position; the
polarization was circular and the pulse duration was estimated
to be about 250 fs. The repetition rate was 50 Hz. The setup of
our experiment is presented in Fig. 1. The online spectrometer
was the pulse-resolved energy spectrometer transparent and
online (PRESTO) [16], which is mounted at FERMI after
the undulators and before the end stations. In the PRESTO
spectrometer, a grating delivers most of the radiation in zeroth
order (97%) to the end stations, while the weaker first order of
the grating is used to measure the spectrum of each pulse.

The spectrometer resolution in the working energy range
is �λ/λ ∼ 5 × 10−5 [16], corresponding to an energy reso-
lution of about 5 meV at 100 eV. Examples of the spectral
distribution of the FEL pulses in the SASE configuration and
the average over 8000 shots are presented in Fig. 2(a). In
our experiment, we mounted the sample in the direct beam
and measured three different membranes of silicon (Si), sili-
con nitride (Si3N4), and silicon carbide (SiC), 200 nm thick,
provided by Norcada. The average energy per pulse at the
sample plane was 18.5 ± 3 μJ, corresponding to a deposited
energy density per pulse of 6 ± 1 mJ/cm2, which is well be-
low the typical damage threshold of the samples [41]. For the
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FIG. 1. GS experimental scheme. The input SASE radiation is
split by a grating installed at the PRESTO instrument. The first order
is used as a reference that is measured by a single-shot spectrometer
mounted before the sample. The zeroth order irradiates the sample
and the transmitted radiation after the sample is measured by a
photodiode. The pump is an optical laser that is tuned to excite the
electrons form the valence band to the conduction band.

detector with no energy resolution, we used a 10 × 10 mm2

photodiode with an yttrium aluminum garnet (YAG) scintilla-
tor screen to convert the FEL radiation into optical radiation.
The detector was mounted at about 500 mm downstream
from the sample. At the detector position, due to the beam
divergence, the FEL spot size was about 3 × 4 mm2.

For the pump-probe measurements the optical excitations
were triggered by a pump laser at 3.1 eV (400 nm) with a pulse
duration of about 100 fs, beam dimensions of 700 × 670 μm2,
and fluence of 8.5 mJ/cm2. In the experiment, we measured
various delays from −5 to 150 ps and the angle between pump
radiation and the sample was ∼5◦.

For the GS measurements and photon energies in the range
of 99–106 eV we varied the central photon energy of the
SASE radiation with a step size of 250 meV. At each of
the SASE photon energies we measured 2000 shots and the
SASE bandwidth spans a range of 500 meV [full width at half
maximum (FWHM), as can be seen in Fig. 2(a)].

To account for the dependence of the beamline transmis-
sion on the photon energy, we compared the total intensities
of the spectrometer and the photodiode without the sample
every time we changed the central photon energy of SASE
emission. For the GS measurements and photon energies in
the range of 99–106 eV we varied the central photon energy
of the SASE radiation with a step size of 250 meV. At each
of the SASE photon energies we measured 2000 shots and the
SASE bandwidth spans a range of 500 meV [FWHM, as can
be seen in Fig. 2(a)].

To account for the dependence of the beamline transmis-
sion on the photon energy, we compared the total intensities
of the spectrometer and the photodiode without the sample
every time we changed the central photon energy of SASE
emission. We eliminated the background noise of the camera
of the spectrometer by subtracting the dark reference images
collected without FEL illumination.

Since GS is based on the intensity correlation between the
spectral features recorded on the spectrometer and the inten-
sity fluctuation recorded by the single-pixel detector placed
behind the sample, it was important to ensure a highly linear
correlation between the total recorded intensities on the two
detectors in the absence of the sample. To compare the corre-
lation quality between the two devices, we define the relative
error “R” for each ith pulse as

Ri = ISi/〈Is〉 − IPi/〈IP〉
IPi/〈IP〉 , (1)

where ISi and IPi are the total intensity of the ith shot, measured
by the spectrometer and the photodiode, respectively, and
〈· · · 〉 represents an average over all pulses.

We found that the typical standard deviation of the relative
error distribution of our experimental setup was about 7.5%. A
typical distribution of the relative intensity errors between the
two detectors, for an ensemble of 36 000 FEL pulses at a vari-
ety of energies within our scan range, is presented in Fig. 2(b).
The main contributions to the error distribution are (1) The
contamination of the high harmonics generated by the source
that is not suppressed by the optics before the spectrometer;
(2) the shot-to-shot beam pointing jitter, which is important

FIG. 2. (a) Energy distribution of the SASE pulses measured by the online spectrometer, when the central photon energy is set at
100.5 eV. The thinner lines are the spectra of four individual pulses and the thick green line is the average over 8000 pulses. (b) The relative
error distribution between the total intensities at the spectrometer and the photodiode averaged over 36 000 pulses (blue bins). The red line is
the Gaussian fit and the standard deviation is 7.5%.
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since the spectrometer and the bucket detector detect slightly
different portions of the beam; (3) the presence of off-axis
spurious radiations that can impose spatial dependence of the
spectral components; (4) the impact of the finite dimensions of
the beamline mirrors, which may clip the beam; (5) shot noise.
However, as we show in the next section, the error distribution
we observed is sufficiently small for the GS reconstruction.

B. Seeded radiation and synchrotron measurements

To compare the method of GS with conventional scanning
approaches, we used FERMI FEL radiation in the seeded
configuration, where the FEL pulses are generated using a
∼100 fs (FWHM) external laser pulse in the ultraviolet range
from 4.7 to 4.9 eV to trigger the FEL amplification process
[7,38]. By using a harmonic upshift factor of 21 the output
radiation spans a photon energy from 99 to 103 eV. As shown
in [42] the seeded FEL generated at FERMI is close to the
Fourier limit and the pulse duration is estimated to be about
30 fs [43]. In this experiment the normalized FWHM
bandwidth is �λ/λ = 1 × 10−3, equivalent to an energy res-
olution of about 100 meV at 100 eV. Therefore, we scanned
the photon energy of the seeded radiation with step sizes
of 75 meV and measured the transmission of the silicon
membrane near the L2,3 edges in a range comparable to the
GS measurement. The transmission of the membrane at each
photon energy was calculated as the ratio between the average
pulse energy detected by the photodiode and the average total
pulse energy detected by the spectrometer. In addition, we
performed the same procedure for the SASE scanning: in this
case, almost all the electron bunch participates in the FEL
process, resulting in a FEL pulse duration of about 250 fs
(FWHM).

To validate our method, we compared the spectra we mea-
sured at FERMI with spectral measurements of the same
samples at the BEAR beamline at the Elettra synchrotron [44].
In this latter case, the spectral sample transmission at each
energy point is simply the average intensity measured after
the sample divided by the input average intensity.

C. GS reconstruction procedure

To reconstruct the ghost spectrum for each SASE central
energy, we exploited the following reconstruction procedure.
We represent the intensities of the N pulses measured by the
photodiode by a vector T (test data). The spectra of the pulses
are represented by the matrix A for which every row is the
spectral distribution of a single pulse (reference data). We
represent the transmission function of the sample as a vector
x, and thus the vector T is equal to the product of the matrix
A and the vector x:

Ax = T. (2)

In GS experiments, we measure the vector T and the matrix
A. We are interested in solving Eq. (2) for the vector x using
the compressive sensing (CS) algorithm of “total variation
minimization by augmented Lagrangian and alternating di-
rection algorithms” (TVAL3) [45]. However, this algorithm
works well only when the width of the average spectrum
is much broader than the spectral range under investigation.

Unfortunately, the SASE bandwidth in our case was narrower
than the total measured spectral range. To overcome this chal-
lenge, we used the following procedure: first we normalized
the matrix of the raw data by the average SASE distributions
[for example, for the central photon energy at 100.5 eV we
used the green line in Fig. 2(a)]:

Bi, j = Ai, j

1
N

∑N
k=1 Ak, j

. (3)

Next, we normalized the reference and the test data by the
pulse energy of each pulse:

Ci, j = Bi, j

1
M

∑M
k=1 Bi,k

, T′
i = Ti

1
M

∑M
k=1 Bi,k

. (4)

By using this procedure, we can replace Eq. (2) with a new
equation,

Cx′ = T′, (5)

where the matrix representing the different energy distribu-
tions in each pulse is now the effective matrix C where the
envelope is normalized and the shot-to-shot intensity varia-
tions are filtered out.

Next, we used the TVAL3 algorithm to solve Eq. (5). The
basic idea of TVAL3 is to recognize that the gradients of
the measured spectra can be represented by a sparse vector.
The vector x′ is reconstructed by minimizing the augmented
Lagrangian,

min
x′

M∑

j=1

‖Djx′‖2 + μ

2
‖Cx′ − T′‖2

2 subject to x′ � 0, (6)

with respect to the l2 norm. In Eq. (6), Djx′ is the jth com-
ponent of the discrete gradient of the vector x′, and μ is the
penalty parameter of the model (here we set μ = 26). We note
that for the reconstruction of the transmission function of the
sample (the vector x) the vector x′ that we obtained by using
the described algorithm is renormalized to obtain

x j = x′
j

1
N

∑N
k=1 Ak, j

. (7)

The mathematical justification for this procedure is de-
scribed in the Appendix.

After we reconstructed separately the absorption spectrum
for each SASE central energy of the SASE scan, we merged
all the absorption spectra to create the spectrum of the sample.
At this point, the number of data points is much larger than the
number of points corresponding to the GS resolution since,
as we will discuss below, the resolution of GS is determined
by the width of the individual spectral spikes [46], which are
broader than the resolution of the spectrometer. Therefore, the
final step was to bin the points to obtain a bin size equal to the
spike width.

III. RESULTS AND DISCUSSION

A. Ghost spectroscopy results

The GS results for the three samples are presented in Fig. 3.
The blue dots are the GS reconstructions, and the magenta
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FIG. 3. GS L2,3 edge spectra of (a) silicon carbide (SiC),
(b) silicon nitride (Si3N4), and (c) silicon (Si). The blue dots are the
GS results, and the magenta (light gray) dots are the results obtained
by the monochromatic synchrotron measurements.

(light gray) dots are the results of the synchrotron monochro-
matic scan that we used to validate our method. It is clear
from Fig. 3 that the agreement between the GS reconstruction
using the FEL and the synchrotron measurements is very
good. We conclude that the energetic chemical shift of the
Si L2,3 resonances in the three different samples due to the
different Si bonding is well monitored by GS reconstruction.
Furthermore, the contribution of the spin orbit splitting to
the L2,3 edge is clearly visible in the absorption spectrum of

crystalline Si near 100.2 eV of the silicon membrane [47] and
indicates that the GS resolution is much better than the width
of each of the edges, which is around 100 meV. The agreement
with the spectra measured by the synchrotron also indicates
that the resolution of the GS is close to the resolution of the
synchrotron, which is about 30 meV.

To compare the GS method, the scanning of the seeded
radiation method, and the scanning of the SASE radiation
method, we plot the spectra measured by these three different
approaches for the Si sample in Fig. 4(a).

While the photon-energy resolutions of the seeded and the
SASE radiation are simply determined by the spectral width
of their pulse envelopes, the resolution of GS is mostly related
to the spectral width of each individual spike of the SASE
spectrum. More precisely, we estimated the resolution of the
three methods by calculating the FWHM of the autocorrela-
tion function and by dividing it by

√
2. This protocol provides

the spectral width of the individual spikes for GS [46] and the
spectral width for the SASE and the seeded radiations. The
autocorrelation function values of the SASE pulses averaged
over 2000 pulses are the black dots in Fig. 4(b). The magenta
line is a fit of the sum of two Gaussian curves. The two
curves represent the spectral width of the SASE pulse and
the width of the spectral spikes. Using the same procedure,
we present the autocorrelation function of the seeded pulses
in Fig. 4(c), where the narrower Gaussian corresponds to the
spectral width of the seeded pulse. In Fig. 4(d) we present
these three Gaussian fits that correspond to the energy reso-
lutions of the SASE (green dashed line), seeded (red dotted
line), and GS (blue solid line), respectively. It is important to
note that the spectral width of the SASE radiation determines

FIG. 4. (a) Comparison of the GS results (blue dots) with the spectrum collected by scanning FEL pulses generated in the seeded (red
squares) and the SASE (green circle) configurations. The statistical error of the SASE and seeded measurements was about 1% and too
small to be seen. (b), (c) Averaged autocorrelation function of SASE and seeded radiation, respectively. The black dots are the values of the
autocorrelation function that are calculated from the measured data and the magenta line is a fit of the sum of two Gaussians. The orange
dashed line is an example of a single-shot spectrum. (d) Gaussian fits from the autocorrelation function, which we used for the calculation of
the resolutions of the three methods. The resolutions are 500, 75, and 35 meV for SASE, seeded, and GS methods, respectively.
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the spectral range of the GS reconstruction at each of the
SASE central photon-energy steps.

The widths of the Gaussian profiles reported in Fig. 4(d)
indicate clearly that GS provides a higher resolution than
the one reached in seeded mode and much higher than the
SASE case, but with a number of scans that is equal to the
number of scanning points used in SASE mode. For the same
spectral range from 99 to 103 eV, with GS we used 15 steps
and the resolution was 35 meV; with the SASE radiation we
also used 15 steps, but the resolution was only 500 meV; and
with the seeded radiation we used 51 steps and the resolution
was 75 meV.

In principle, it is possible to increase the spectral resolution
in seeded mode by increasing the duration of the optical laser
seeding pulse, but at the expense of increasing the number of
step points per scan to map a given spectral interval. For GS
the trade-off between the resolution and the number of step
points is lifted.

B. Number of pulses required for the reconstruction
of the spectrum

In the previous section, we showed that GS requires a
smaller number of step points per scan compared with the
seeded radiation to cover the same spectral range. How-
ever, the measurement time also depends on the number of
shots required to stabilize the result at each energy point,
which is different between the GS and the seeded beam
scans.

A seeded FEL behaves indeed as a laserlike source [48]
and has stable output wavelength and power. An ideal mea-
surement of the input wavelength and of the pulse energy
before and after the sample would be sufficient to measure
one sample of the absorption spectrum with a single FEL
shot. In practice, the noise associated to the energy detec-
tion as well as the loss due to photon transport reduces the
correlation between the two energy measurements, and even
the acquisition of a single spectral sample requires averag-
ing over a number of shots to improve the signal-to-noise
ratio.

Conversely, in GS the spectrum reconstruction requires a
set of spectral acquisitions. The single measurement provides
only a fraction of the spectral information at each frequency
sample, but simultaneously on the samples distributed over the
broad range of frequencies corresponding to the SASE pulse
bandwidth. The SASE spectrum has the structure of spikes of
random amplitude and distribution; the fluctuation statistics
of each bin in the measured spectrum depends therefore on
the width of the bin itself. The highest achievable spectral
resolution with GS corresponds to spectral bins separated by
a width comparable to the spike spectral width. Increasing
the bin size reduces the spectral resolution, but improves the
statistics collected at each shot and requires a lower number
of shots to ensure the convergence of the analysis. It has
been shown for GI that the number of iterations scales as the
number of the pixels in the reconstructed image [49] and we
expect a similar dependence for GS. To test this important
aspect, we first compared the dependence of the quality of the
absorption spectrum measurements on the number of shots for
the GS and the seeded radiation.

To quantify the quality of the reconstructed spectrum we
consider the synchrotron data as the accurate reference ab-
sorption spectrum and define the mean absolute error 〈ε〉 as

〈ε〉 = 1

M

M∑

j=1

|x j − g j |, (8)

where x j is the jth point in the reconstructed spectrum (by GS
or seeded), g j is the jth point in the ground truth which is the
synchrotron measurement, and M is the number of points.

We plot 〈ε〉 as a function of the number of shots for the
GS (blue dots) and for the seeded radiation (red squares) in
Fig. 5(a). The comparisons (in addition to the synchrotron
measurement as a reference) for various numbers of shots per
scanning point are shown in Figs. 5(c)–5(h). In our experiment
the spectrum we reconstructed by GS was slightly closer to
the synchrotron results than the spectrum obtained with the
seeded radiation. The smallest 〈ε〉 for GS is around 0.035 and
for the seeded radiation it is 0.055. This comparison indicates
that GS can provide high-quality spectra with a number of
pulses per point that is comparable to the seeded radiation
scan.

The small difference between the GS results and the seeded
radiation results may indicate a systematic error and thus it is
difficult to infer from Fig. 5(a) which method converges to
its best value faster. We therefore defined the “convergence
factor,” CF , similarly to the above definition of the 〈ε〉 as

CF = 1

M

M∑

j=1

|x j − b j |, (9)

where now b j represents the best value for GS and for the
seeded mode separately, which is the jth point in the re-
constructed spectrum using 2000 pulses for GS and seeded
radiation. For this comparison we bin the GS dataset to
35 meV, corresponding to the value used in the plots 5(a)
and 5(c)–5(f) (blue-solid line) and 75 meV to match the reso-
lution of the seeded radiation (blue dashed line). In Fig. 5(b)
we show the CF for the GS and for the seeded radiation scans
as a function of the number of pulses per scanning point
in the three cases. The convergence of GS is comparable to
the convergence of the seeded mode at equal resolution and
slower when the resolution of the GS is higher, requiring
more shots to reach a similar CF . This implies that when the
resolution is equal the required number of shots per data point
with the GS and with the seeded radiation are comparable;
hence the measurement time with GS is shorter than with the
seeded radiation.

Another interesting result from this comparison is that even
with a small number of 300 pulses per scanning point, the
quality of the reconstructed spectrum obtained by GS was
sufficient to resolve the main features of the Si L2,3 edge
spectrum. In our experiment the repetition rate was 50 Hz
and the number of scanning points for the GS was 15, which
implies that the measurement time was 90 s.

C. Compression factor dependence

As discussed in the previous sections the resolution of
GS is determined by the average width of the single SASE
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FIG. 5. (a) The mean absolute error and (b) convergence factor of the reconstructed spectrum of the silicon membrane as a function of the
number of pulses per scanning point for the GS (blue dots) and the seeded radiation (red squares). (c)–(h) The reconstructed spectrum results
with GS (blue circles) and with seeded radiation (red squares) compared to the synchrotron measurements (magenta line) as a guide using
(c) 10, (d) 50, (e) 100, (f) 300, (g) 1000, and (h) 2000 pulses per scanning point.

spectral spikes. The main parameter that we can use to con-
trol the spike width is the electron bunch compression factor
[50]. To compress the electron bunch, we used a magnetic
double chicane located inside the acceleration section of the
FERMI source. A typical compression is used at FERMI
to increase the peak current up to about 650 A [51]. The
compressor can be tuned to further compress the beam to
reach a higher peak current. In Fig. 6(a) we show typical
energy pulse spectra for a modestly compressed electron beam
(blue line) and for a highly compressed electron bunch (pur-
ple dots), respectively. The two graphs clearly show that the
primary spectral features are different in the two regimes,
with more and wider spikes for a highly compressed electron
beam.

To demonstrate this dependence more quantitatively we
show in Fig. 6(b) the spike width (calculated by the FWHM of
the autocorrelation Gaussians divided by

√
2) as a function of

the peak current. The results indicate that the spectral spike’s
width grows linearly with the compression of the electron
beam, which is in agreement with the previous study [50]. In
our experiment the peak current was about 900 A, correspond-
ing to a spectral width of 35 meV, while for higher current
(i.e., 2150 A) the width is about 60 meV. The conclusion from
this discussion is that by controlling the compression factor it
is possible to control the spectral resolution of our approach.
It is important to note, however, that the compression also
affects the coherence and the pulse duration of the SASE
emission [50,52].

FIG. 6. (a) Typical single-shot FEL pulse spectra for 845 A (blue solid line) and 2080 A (purple dotted line) of the peak current of the
electron bunch. (b) Spike width as a function of the peak current. The vertical error bars represent the uncertainty caused by the spectrometer
resolution and the fitting procedure.
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FIG. 7. Photoinduced absorption variation in the silicon membrane: (a) XUV absorption spectra at various pump delays. (b) Differential
absorption map.

D. Pump-probe measurements

To demonstrate the ability to measure photoinduced vari-
ation in the L-edge absorption spectrum with GS we plot the
spectra at −5 ps (before the arrival of the optical pulse), 1,
25, and 150 ps delays between the optical pump and the XUV
pulses in Fig. 7(a).

The largest differences between the photoexcited and the
ground state spectrum can be clearly seen at a delay of 1 and
25 ps for photon energies that are slightly above the L3 edge
(from 99.8 to 100.3 eV) and below the edges.

For a better understanding of the dynamics of the pho-
toinduced effects we numerically calculated the differential
absorbance by subtracting absorbance at −5 ps, where the
probe arrives before the pump, from the absorbance at a par-
ticular delay and plotted the results in Fig. 7(b). The color
maps were produced by interpolation with the measured data
from −5 to 150 ps. Inspecting Fig. 7(b), we see several
different behaviors in the dynamics of the variation of the
spectrum. To interpret Fig. 7(b), we recall that the L3 and the
L2 edges are at about 99.8 and 100.3 eV, respectively, and
that they correspond to excitations from the 2p states (the
upper- and lower-spin states, respectively) to the bottom of
the conduction band. We first explain the results of Fig. 7(b)
by considering the dynamics of the charge carriers. Since the
photon energy of the optical laser is 3.1 eV, it excites electrons
from the valence band to the direct valley (the � point) of the
conduction band. Thus, immediately after the excitation of the
electrons, the number of unoccupied states at the � point is
reduced, and holes are created in the valence band. At delays
longer than the optical pulse duration, the charge carriers relax
from their excited state, first by electron-electron scattering
and at later times (several ps) by electron-phonon scattering
[53]. As a result of the relaxation processes, the electrons lose
energy and temporarily occupy states at energies lower than
the � point in the conduction band and inside the gap (i.e.,
isolated impurity states); they eventually relax back to the
valence band by Auger recombination after several tens of ps
[53]. Thus, we expect the charge carrier dynamics to lead to a
reduction in the absorption near 99.8 eV and to an increase in
the absorption below 98.7 eV. Since the transition from the
2p level to the � point is dipole forbidden [53] and since
the temporal resolution in our experiment was ∼350 fs, we
observed only the slower relaxation dynamics. The relaxation

from the � point to the bottom of the conduction band and to
the gap states is clearly seen in the form of the reduction in
the absorption in the energy range from 98.8 to 99.8 eV and
from 99.9 to 101.7 eV from a delay of 0 ps to a delay of 25 ps
and again from a delay of 25–150 ps.

However, there are several interesting features in Fig. 7(b)
that cannot be explained by considering only excitations and
relaxations of charge carriers. These are the increased absorp-
tion in the narrow area between 99.8 and 99.9 eV and the trend
of the variation at delays between 1 and 7 ps. The discrepancy
between the observations and the explanation based on charge
carrier dynamics indicates a possible photoinduced modifica-
tion of the band structure of the silicon and related structural
changes.

If these photoinduced variations exist, they should lead to
shifts of the edges and to further variations of the absorbance
of the sample mainly near the edges. We therefore plot the
delay dependence of positions of the edges in Figs. 8(b)–8(d).

We estimate the edge position by numerically calculating
the derivative of the absorbance spectrum. This derivative
peaks at the edges as can be seen in the examples for 0 and
25 ps delays shown in Fig. 8(a). This figure clearly shows that
the L3 edge shifts from 99.79 ± 0.035 to 99.87 ± 0.035 eV
after 25 ps from the optical stimulus. The same behavior is
observed at the L2 edge lying at 100.30 ± 0.035 and 100.40 ±
0.035 eV, at 0 and 25 ps delay, respectively. The other two
peaks observed in Fig. 8(a) below the L edges can be attributed
to impurity states in the Si gap.

The full dynamics of the L2,3 edges are reported in
Figs. 8(b) and 8(c). We can see that the L3 and the L2 states
shift to lower photon energies from 3 to 5 ps. From 5 to
7 ps both edges returned to their original positions. Again
from 7 to 25 ps both the edges exhibit negative shifts and
then they return to their original position after 150 ps. The
largest shift of the L3 edge is −0.08 eV and the largest shift
of the L2 edge is −0.10 eV, occurring at 25 ps delay. While
obviously we did not measure sufficient delays in the region
near the largest deviation, the results are consistent with the
theory that predicts that a few ps after the excitations the
conduction band is shifted toward the valence band [54] and
with pertinent publications [55]. This can explain the positive
variation of the absorption just below the edge, which we see
in Fig. 7(b) since the shift of the conduction band and the
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FIG. 8. Variation of the edge position: (a) derivatives of the absorption spectra of at 0 and 25 ps delays. (b) The change of the position of
the L3 edge with the delays. (c), (d) Enlarged view of the change of the position of the L2 and L3 edges, respectively, from –5 to 25 ps.

corresponding change in the density of states near the bottom
of the band can lead to this positive variation. The shift at
a delay of several ps can be attributed to electron-phonon
interaction and the shift at longer delays to the change in
the structure of the silicon that leads to the variation in the
band gap. The nonmonotonic behavior has to be investigated
in detail and suggests that several processes can impact the
variation of the band gap, for example, the temperature and
pressure of the hot charge carriers. Since the spectral res-
olution in our experiment was 35 meV, the small positive
shifts we see in Fig. 8 are smaller than our experimental
precision.

Comparing our results with pertinent work on transient
XUV spectroscopy in silicon, we note that Leone and
colleagues [53] reported a detailed study of the transient pho-
toinduced variation of the absorption spectrum by using a
high harmonic generation source as the probe and with optical
pumps at several wavelengths. The time resolution in their
experiment was higher than ours; thus they could monitor
the dynamics on the 100 fs scale. The intensity of the optical
laser they used was about an order of magnitude weaker than
the intensity we used, and their spectral resolution (500 meV)
was lower than ours. Most of our results agree with that work
and with the theoretical models they suggested. The main
differences are due to the higher intensity in the present work,
which led to more pronounced variations in the band structure.
Since we had a better spectral resolution, we observed several
structures they did not observe (the edge shifts, in particular),
but they all agree with the theory.

In another work, Beye et al. [55] reported a photoinduced
phase transition with the optical fluence of 250 mJ/cm2,
which is about just 30 times higher than the fluence used
here. In their experiment they also used a 400 nm laser, but
they measured the XUV fluorescence. The shift of 80 meV

for L3 and 200 meV for L2 which we observed when the
optical fluence was 8.5 mJ/cm2 suggests that a photoinduced
phase transition can occur only if the fluence dependence of
the variation in the band structure is highly nonlinear. This is
because the band gap is about 1.1 eV.

IV. CONCLUSION

In this paper we have demonstrated the implementation
of GS for an XUV FEL with an online spectrometer in
front of the sample and a photodiode after the sample. The
experimental setup is simple and can provide high spectral
resolution with SASE FELs without additional spectrometers
after the sample or monochromatizating the input beam. We
have validated the quality of the absorption spectrum mea-
surements by comparing to more conventional methods and
found that the spectral resolution is comparable to the resolu-
tion of scans with seeded radiation. Our results indicate that
the measurement time with GS can be significantly shorter
than the measurement time with seeded radiation. From our
analysis we conclude that the reduction in the measurement
time is comparable to the ratio of the average spectral width
of the SASE regime to the spectral width of the seeded one
at a comparable spectral resolution. We emphasize that we do
not expect that GS will be always faster than scans with quasi-
monochromatic radiation and stress that the exact conditions
depend on various details such as the specific properties of the
FEL and the sparsity of the absorption spectrum. The spec-
tral resolution of the GS method is determined by the lower
resolution of either the width of spectral autocorrelation of
the SASE radiation or the resolution of the spectrometer. Our
work therefore calls for the improvement of the resolution of
single-shot spectrometers and for the reduction of the spectral
width of the SASE spikes.
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The results of the pump-probe experiment that we present
demonstrate the applicability of ghost spectroscopy for
transient absorption spectroscopy and for the study of pho-
toinduced effects with high-photon-energy FELs. The method
can lead to a novel and efficient procedure for transient spec-
troscopy at high photon energies. It is important to note that
the time resolution in our method is limited by the pulse du-
ration of the input pump and probe pulses, while the spectral
resolution is limited by the width of the spectral spikes. This
trade-off between the time and the spectral resolution, that
find their optimum for Fourier transform limited pulses, has
to be considered when designing measurements with ghost
spectroscopy.
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APPENDIX: RECONSTRUCTION PROCEDURE
FOR GHOST SPECTROSCOPY WHEN USING

SASE FLUCTUATIONS

In the following paragraphs we provide further details on
the derivation of the equations we used for the reconstruction
of the absorption spectrum from the measured data in the
experiment of ghost spectroscopy (GS).

To reconstruct the absorption spectrum of the object is we
need to solve Eq. (2) of the main text:

T = Ax, (A1)

where T is a vector that includes the intensities of N pulses
measured by the photodiode, x is a P-length vector represent-
ing the transmission function of the sample, and A is a N × M
matrix where every row represents the spectral distribution of
a single pulse. However, the raw data from the measurements
include not just the spectral response of the sample but also
the constant envelope of the SASE fluctuations [the green
line shown in Fig. 2(a) of the main text] and the shot-to-shot
intensity instability, which is a general property of FELs. It
is therefore necessary to eliminate the information that is not
directly related to the sample. The idea of the procedure below
is to exploit an auxiliary matrix C that contains the spectral
information without the SASE envelope and to normalize the
shot-to-shot intensity variation.

We recall that we can represent each element of the matrix
A as

Ai, j = aiA
∗
i, jF j, (A2)

where the spectral envelope is the M-length vector F and the
shot-to-shot intensity variation is represented by ai for each
ith shot. A∗

i, j is a random value from a normal distribution,
i.e., A∗

i, j ∼ N (μ, σ 2). By inserting Eq. (A2) into Eq. (A1) we
get

Ti =
M∑

j=1

Ai, jx j =
M∑

j=1

aiA
∗
i, jF jx j = ai

a

M∑

j=1

A∗
i, jaFjx j (A3)

where a is defined as a = 1
N

∑N
i=1 ai. To use the matrix for the

reconstruction of the absorption spectrum we define the new
matrix and vectors as

x′
j = aF jx j, Bi, j = ai

a
A∗

i, j = Ai, j

aF j
, (A4)

and Eq. (A3) can be transformed to

Ti =
P∑

j=1

A′
i, jx

′
j (A5)

which is equivalent to T = Bx′.
The matrix B contains the data of the spectral distribution

of the input pulses normalized by the average spectral enve-
lope of the raw measurements.

Assuming A∗
i, j ∼ N (1, σ 2) and ai ∼ N (a, σ 2), the enve-

lope aF can be calculated by averaging over all the raw pulses:

1

N

N∑

i=1

Ai, j = 1

N

N∑

i=1

aiA
∗
i, jF j = aF j (A6)

Thus, the matrix B is related to the matrix A by

Bi, j = Ai, j

aF j
= Ai, j

1
N

∑N
k=1 Ak, j

, (A7)

which is Eq. (3) of the main text.
To address the second challenge of the shot-to-shot in-

tensity variation we normalized each measurement Ti by the
value ai (and for convenience we multiply also by a constant
factor a

M ):

T
′
i = a

P

T i

ai
. (A8)

Using Eq. (A5) we can write

T
′
i = a

M

1

ai

M∑

j=1

Bi, j (A9)

and

Ci, j = a

M

Bi, j

ai
. (A10)

This leads to

T
′
i =

M∑

j=1

Ci, jx
′
j or T′ = Cx′. (A11)

which is Eq. (5) of the main text. The matrix C contains
spectral data that we used for the reconstruction of the trans-
mission function of the object. They are separated from the
envelope of the measured spectra and normalized to have
equal pulse energy. The factor ai is calculated by

a

M

M∑

j=1

Bi, j = 1

P

M∑

j=1

Ai, j

F j
= 1

M

M∑

j=1

aiA∗
i, jFj

Fj

= 1

M

M∑

j=1

aiA
∗
i, j = ai

1

M

M∑

j=1

A∗
i, j = ai. (A12)
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The vector T′ and the matrix C are related to the vector T
and the matrix B by the relations

T
′
i = a

M

Ti

ai
= a

M

Ti

a
M

∑M
k=1 Bi,k

= Ti∑M
k=1 Bi,k

and

Ci, j = a

M

Bi, j

ai
= Bi, j∑M

k=1 Bi,k

, (A13)

which lead to Eq. (4) of the main text. By using the definition
of x′ from Eq. (A4) we can find the actual transmission by
using the relation

x j = x′
j

aF j
= x′

j

1
N

∑N
k=1 Ak, j

, (A14)

which leads to Eq. (7) of the main text.
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