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Abstract

In this work, I have developed a theoretical description for the nonlin-
ear optical response of crystals. The nonlinear optical response described in
this work involves the mixing of two radiation fields. As a specific example
I have focused on the process of Spontaneous Parametric Down-Conversion
(SPDC) of x-ray into optical radiation. I have examined the nonlinear optical
response dependence on the band structure, fields polarizations and inter-
molecular interactions. In addition, I have examined a specific case of two
bands, illustrated the spectral dependence and also considered an estimation
on the contribution from inter-molecular interactions. The nonlinear response
depends on the interaction between the radiation fields and intrinsic proper-
ties of the medium such as the band structure and other related properties.
These types of interactions can be used to reveal microscopic information on
fundamental properties of crystalline bulk materials.

The theoretical approach uses perturbation theory in the density matrix for-
malism. Since this approach relies on statistical parameters, it provides access
to investigate statistical properties, such as temperature dependence, Fermi
energy, population probabilities and density of states.

Previous descriptions of the nonlinearity in this spectral region, considered
the periodicity of the crystal, but not the band structure. The previous works
showed that it is possible to relate the nonlinearity to microscopic informa-
tion on the valence electrons at the atomic scale resolution. In contrast, my
work suggests that the nonlinear interactions also contain information that is
related to the periodic potential of the crystal, such as the band structure,
and describes the conditions for which the two contributions are separable.
My theory also predicts a new polarization dependence, which can be used
to probe different terms of the interaction, and thus can provide additional
information. The key results of this thesis work were recently published [1].

Recent experimental results were found to be in agreement with some of the



theoretical predictions of my work. In particular, recent experiments showed
an enhancement at the band gap energy [2,3]. Another experiment, by S.
Sofer et al., showed a new polarization dependence. The strong dependence
on the joint-density of states as well as the new polarization dependence, are
both in agreement with these experimental results respectively.

Since the theory suggests that the interaction arises from both band struc-
ture properties and atomic-scale interactions, it can pave the way to utilize
nonlinear effects of x rays and long wavelengths to reveal a very broad band

spectroscopic information and structural information of valence electrons.
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1 Introduction

The possibility to utilize nonlinear interactions between x rays and radiation at
wavelengths ranging from infrared (IR) to ultraviolet (UV) as an atomic-scale probe
for inter-molecular interactions and for properties of valence electrons has been dis-
cussed in several publications [2-10]. The prospect of utilizing nonlinear effects to
develop such a probe, relies on on the atomic scale wavelengths of the x-rays, which
provide the high resolution, while the longer wavelengths (UV /optical) are used to
enhance the interactions with the valence electrons, which are usually weak for x

rays.

Recent experimental evidence of spontaneous parametric down conversion (SPDC)
of x rays into UV [2,3,6,10-12] suggests that nonlinear interactions between x rays
and longer wavelengths can be used also as new spectroscopy tools for the investiga-
tion of phenomena that traditionally are probed by using long wavelength radiation
with the advantage of providing microscopic atomic-scale information. Furthermore,
in contrast to electron or ion scattering techniques, x-rays penetrate into materials

more than electrons and therefore can provide bulk properties.

Nonlinear mixing effects between x ray and optical/UV are weak, and therefore
the measurement of such effects produces a challenge. To overcome the challenge of
measuring such effects, experiments are performed with crystals where the periodic
structure is used to enhance the signal in analogy to Bragg scattering, in which the
reciprocal lattice vector is used to achieve momentum conservation (phase match-
ing). The use of the reciprocal lattice vector also provides the atomic scale resolution,
which can be achieved by measuring the efficiencies of the effect for many reciprocal
lattice vectors and by using Fourier analysis [6]. Since the goal of the measurements

is to probe microscopic information, the use of crystals introduces a new challenge



for the interpretation of the results since the measured signal depends not just on the
atomic or inter unit cell interactions between the valence electrons but also on the
properties related to the periodic potential of the materials, such as the band struc-
ture. It is therefore essential to develop a formalism that enables the separation of
the two contributions. The theoretical formalism presented in this work, shows how
the nonlinear response depends on both inter-molecular interactions and the band

structure, and present the conditions in which these two contributions are separable.

To date, most theoretical models that have been considered for the description
of nonlinear interactions between x rays and longer wavelengths have focused on
the ability to observe microscopic information and on the estimation of the strength
of the effects [5-9,13-16]. However, they have not addressed the challenge of the
separation of the inter unit cell information from the periodic information. I note
that Freund and Levine and also Jha and colleagues [13-15,17-21] have considered
the periodic structure but not the influence of the electronic band structure on the
nonlinear interactions, which can be significant for valence electrons with binding

energies that are weaker or on the order of the periodic potential.

In several recent experimental papers, the experimental results were fitted to the
theory by using the band gap rather than the atomic binding energy, but although
good agreements were obtained for transparent materials, this approach is phe-
nomenological and failed for energies near or above the band gap [2]. In this work,
I illustrate how the nonlinear interaction between x-rays and longer wavelengths
depends on the band structure and related properties by using perturbation theory
in the density matrix formalism. As an example I describe explicitly the dependence
of the nonlinear interactions on the joint density of states of interband transitions.

In addition, I analyze the polarization dependencies of the nonlinear interactions



and predict that it is not trivial.



2 Background

In this section I will review the theoretical background this work is based on.

First, I will introduce the concept of optical response, and the physical characteristics
of it, I will then review the theoretical framework I used to describe the optical
response in a periodic system and conclude with a brief introduction to the process of
Spontaneous Parametric Down-Conversion (SPDC), for which the nonlinear optical

response is being investigated in this work.

2.1 Nonlinear optical response

The focus of this work is on the second order nonlinearity, which can be used to
describe many nonlinear optical effects such as sum-frequency generation (SFG) and

SPDC. Schematic diagrams for these processes are presented in Fig. 1.

Ws
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Figure 1: Schematic diagrams for the nonlinear processes of SFG and SPDC. (a)
SFG: two input photons at frequencies w; and wy are converted to a photon at
frequency w3 = wy + ws. (b) SPDC: an input pump photon at frequency w,
interacts with the vacuum field, to produce a converted photon pair at frequencies

w and w;q.

The optical response of a system is characterized by the interactions between incident
electromagnetic (EM) fields and a medium. The incident fields induce currents in
the medium, which act as sources for radiation, which can interact with the incident

fields and so forth.



These induced currents are introduced as a source in the wave equation for the fields.

The EM wave equation for the electric field, can be written as
(v2 — ia—z) E = uo@, (2.1.1)
2 ot? ot

where E is the electric field, and j is the current density. The current density de-
scribes the optical response of a system, but it can also be described by its associated
conductivity via the tensor form of Ohm’s law.
Under the assumption that the electric field is a sum of monochromatic waves, the
resultant current density is also a sum of monochromatic waves, namely

E(z,t) = Z [e(wp)e ™ +cc], jlm,t)= Z [g(x;wn)e™ +ec], (2.1.2)
where e(w,,) and j(x;w,) are the electric field and current density amplitudes of
mode w,, and c.c. stands for the complex conjugate of the neighboring term.
In this case, Ohm’s law relates between the Fourier coefficients of the current density

and the electric field, for the linear case according to
3V (@ w,) - Zaw x;wy)(e(wy,) - €5), (2.1.3)

where 5 (; w,) and O’i(; )(a;w,) are the linear current density field amplitude and
the linear conductivity at mode w,, respectively, é; is a unit vector in the i-th direc-
tion, and {4, j} indicates Cartesian coordinates.

This relation can be extended for nonlinear response to various orders.

The second order nonlinear current density Fourier component is associated to the



second order conductivity in the following way

=> afj?;(w;w, + wyr wp, wi) (e(wy) - ;) (e(wr) - &)
3
+ ) agj,i(m; w4 wi, wis wy) (E(wr) - &) (e(wr) - &)

~

3
-y [0(2)(:c;wl+wl/,wl,wl/)+a%(w;wlr—l—wl,wlr,wl) (e(wr) - &) (e(wr) - &)

ijk
k=1
3
o i + ) (e(wn) - &) (e(wr) - é1)
k=1
(2.1.4)
Note that this form of the conductivity
@) (.. _ @ . @) (.
aijk(:zz, wp + wl/) = Uz’jk(wv wy + wy, wy, wl/) —+ aikj(:z:, wy + wy, Wy, wl), (2.1.5)
assures that it conserves intrinsic permutation symmetry, namely
ai(f,)c(:c;wl —Hul/) = ai(,f;(w;wy +wl). (216)

To conclude, it is sufficient to characterize the optical response of the material by its
associated conductivity, since one can easily reconstruct from it the wave equation

for the optical process of interest.

2.2 Hamiltonian

Since the goal is to find the optical response of a periodic structure, I first need to
characterize the medium.
The Hamiltonian used to describe the medium is the one electron Bloch Hamiltonian

Ho and it describes an electron bounded by a periodic potential.
2

.
Ho= o+ V(x), (2.2.1)
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where the electron mass is m and the momentum operator is p.
The potential V() = V(2 + R) is periodic with respect to translation by a lattice
vector, where R is any lattice vector.

The solutions of the Hamiltonian H, are given by the Bloch states

Holnq) =en(q)nq), (2.2.2)

with eigenvalues €,(q), where n is the band number and q is the wave vector asso-

ciated with the Bloch state.

To describe the interaction between the electron and the electromagnetic field, I

used the minimal coupling interaction term, so that the full Hamiltonian is of the

form
A 2
H o= Ho + Him — LAY |y, (2.2.3)
2m
and the interaction Hamiltonian is
Moo = (p- A+ A p)+ A2 (2.2.4)
int — 2m p p 2m ) e

where A is the electromagnetic vector potential, and —e is the electron charge.

In this work the vector potential was assumed to be in the coulomb gauge (V- A =
0), and the scalar potential is zero. This choice was taken since the vector potential
is sufficient to describe the external field. Under this gauge choice, the relation

between the vector potential and the electric field is

0A

(2.2.5)

Under the assumption that the field is comprised of a sum of monochromatic waves
(Eq. 2.1.2), the vector potential can be expressed in terms of the electric field

amplitudes in the following way

Az, t) = Xl: [@e—w + c.c} . (2.2.6)

W



Expressing the vector potential in this manner is convenient for the purpose of

evaluating the conductivity, according to Ohm’s law (Eqgs. 2.1.3, 2.1.4).

2.3 Density matrix formalism

To evaluate the current density from which the conductivity will be derived, I used
the density matrix formalism. This formalism is used to describe the interaction

between the medium and the EM fields.

The density matrix is used to describe an ensemble of identical quantum systems.
This formalism takes into account the statistical uncertainties of a real system and
therefore is very useful for practical purposes. The density matrix p, is governed by

the equation [22]

Opnm

i
o

where pp, = (n|p|m), the commutator [Ho + Hins, pl,,,, = (7| [Ho + Hins, p] |m)
and the states denoted by the quantum numbers n and m, are the eigenstates
of the unperturbed Hamiltonian Hy. The phenomenological damping coefficients
are denoted by V., and p(© = f3(H,) is the relaxed density matrix which is the
normalized Fermi-Dirac distribution, such that tr (p(o)) =1.

The diagonal elements p,,,, give the probability of occupying a quantum state |n) and
therefore are referred to as populations. The off-diagonal elements p,,,,, describes the
evolution of coherent superpositions and are referred to as coherences. Under the

assumption that H;,, is a small perturbation, one can use perturbation theory.



2.3.1 Perturbation theory

To develop a perturbative scheme one can expand the density matrix in the following

form
Pam = D N plk, = oS+ Aply + Npl) + -+ (23.2)
k

by replacing the perturbation Hamiltonian H;; — AHy,, where p,(ﬁ,)@ is the perturba-

tion theory solution of the density matrix of order k. This leads to a set of iterative

equations [22].

apihh ’
gt - _(anm + ’}/nm)pg?% B %[Hint’ pgﬁnzl)}nm’ (233)

<"‘H°‘">_h<mm°|m> = fazfm  (this scheme is developed in the eigenbasis

where wy,,, =
of Hy, and {n, m} represent the quantum numbers of the system.)
Solving these differential equations up to the desired order concludes the scheme.

For the solution presented by Eq. (2.3.2) to represent physical reality, I set A = 1

at the end of the procedure.

The full density matrix p(t), can then be expressed as a power series in the field A

where the first term on the right hand side is the relaxed density matrix in the
absence of the field, the second term is linear with the field amplitude, the third
term is square in the field amplitude and so on.

After obtaining the solution for the density matrix it is possible to calculate ob-

servables and in particular to calculate the expectation value of the current density

{9)-



2.3.2 Current density

In the density matrix formalism, calculation of an observable average (O) is given
by

(0) = tr(p0O), (2.3.5)
where O is any physical operator of interest.
In the presence of an EM field, the current density operator [23] is

—€

5 ) (] (P + eA) + (P +eA) |x) (2], (2.3.6)

Jop(®,1) =

and thus the current density expectation value is given by

(3) (@,1) = tr(p(t)jop(, 1)). (2.3.7)

Once attaing the current density, the evalution of the conductivity is done using

Ohm’s law (Egs. 2.1.3, 2.1.4).

2.4 X-ray spontaneous parametric down-conversion

This subsection includes a brief introduction to the process of X-ray spontaneous

parametric down-conversion.

2.4.1 Literature review

Spontaneous parametric down-conversion (SPDC) is a second order nonlinear pro-
cess, where an incident photon called pump (with frequency w,) converts into two
photons conventionally called signal and idler (with frequencies w,; and w;4 respec-
tively), such that w, = ws + w;g. The conversion occurs in the nonlinear medium

and it is a quantum process since it is stimulated by vacuum fluctuations [19].

The effect of SPDC was first observed experimentally and described theoretically in

the 1960’s in the visible region [24-31]. Freund’s work on nonlinear diffraction [17]

10



offered to use a reciprocal lattice vector to meet phase-matching conditions which
led to the development of SPDC in the x-ray region [13,19]. The first experimental
observation of SPDC in the x-ray region was done in 1971 by Eisenberger and Mc-
Call [32], where they used Mo target x-ray tube as a source for the pump photons at
17 keV, hitting a beryllium crystal, producing degenerate photon pairs with energy
of 8.5 keV. In 1972 Freund suggested the possibility of experimental determination
of the valence electron charge density using SPDC of x-rays into a lower energy x-
ray and UV [15]. The proposed method was to select the UV energy to be between
the UV band gap and the lowest absorption edge of the inner shell electrons, where
the nonlinearity is dominated by the charge distribution of the valence electrons.
Following that work, in 1981 Freund and Danino observed SPDC of an x-ray pump
(produced from Cu-Ka ~8.04keV) into x-ray (signal - 7.7keV) and extreme ultra-
violet (idler - 335eV) [4]. In that paper they reiterated that a direct determination
of valence electron charge distributions is possible. In 2007 Tamasaku et al. inves-
tigated theoretically and experimentally the effect of SPDC of x-ray into extreme
ultraviolet taking into account Compton scattering and suggested the possibility
of interference between the two processes [11,33]. Later they demonstrated that
x-ray SPDC is observable indirectly via the Fano effect and were able to determine
the second order susceptibility [5]. Following that work, Tamasaku et al. demon-
strated the x-ray SPDC into UV effect with high resolution and calculated the first
and second order susceptibilities [6]. In a recent work by our group, Borodin et
al. first reported the high energy-resolution measurement of SPDC of x-ray into
UV in diamond and in lithium fluoride crystals, using an x-ray tube source [12].
Subsequently, Schori et al. first reported the experimental observation of SPDC of
x rays to optical wave-lengths [2]. Later on, Borodin et al. reported the observation
of collective effects in x-ray into UV in diamond crystal [10]. The authors proposed

an interpretation which includes nonlinear interactions with plasmons. In a recently

11



accepted publication by our group, Sofer et al. reported the observation of SPDC
of x rays into UV in gallium arsenide and lithium niobate crystals [3]. The authors
used crystals with no center of symmetry, and measured the effect with efficiencies

that are about 4 orders of magnitude stronger than in any material studied before.

2.4.2 Kinematics

For the SPDC process to be efficient, phase-matching condition is required. This
condition reflects conservation of momentum, and when it is met, the efficiency of
the process is maximal. In the x-ray region, reciprocal lattice vectors are used to
achieve phase-matching. This is possible since the reciprocal lattice vectors and
the pump wave vector are on the same order of magnitude. The phase-matching

condition for x-ray SPDC is shown by the diagram presented in Fig. 2, and can be

Figure 2: Phase-matching diagram. k,, k;; and k, are the wave vectors of the

signal, idler and pump fields, respectively. G is the reciprocal lattice vector.

written as

k, + G =k, + kiq. (2.4.1)

12



This condition along with the conservation of energy w, = ws + wiq, is taken into
account in the wave equations for the process, thus is also enforced in the associated

conductivity for the process.

13



3 Nonlinear optical response for crystals

In this section I follow the scheme presented in the background, and present my
calculation for the general second order optical response of of periodic structures in
the x-ray regime. It is important to note, that the scheme I used, to evaluate the
current density, is very similar to the one presented by Jha and Warke [18].

I will begin with the evaluation of the density matrix up to second order and discuss
the different terms and their origin. The next step will be the evaluation of the cur-
rent density from the obtained density matrix. In this part I first find the temporal
Fourier coefficients of the current density and then derive the conductivity. In the
final step, I focus on the spatial Fourier coefficient of the conductivity. Since the
Hamiltonian of the unperturbed system is of a periodic structure, the conductivity

is also periodic and thus Fourier synthesis is possible.

3.1 Density matrix

In this section to evaluate the density matrix, I follow perturbation theory [18,22].
For convenience of notation, the quantum numbers will be written by single number,
such that the states, the Bloch wave functions and the energies will be written in

the following way

nq) = [n),

(Z[nq) = Yng(x) = (x[N) = n(2), (3.1.1)

(nalHolnaq) =enlq) = (n|Ho|n) = €.
In later sections, where it will be important, the quantum numbers, states and ener-
gies will be written explicitly. In the scheme presented in the theoretical background,
each perturbation theory order of the density matrix corresponds to the previous

order by Eq. (2.3.3). I am interested in the effect of the perturbation in the long

time limit, and so I assume that the perturbation was turned on at ¢t = —oo, and

14



get the following solution

t

P () = pio) O — (1 — by 0)ih ™ e immtamm)t / dr elerm )T [, p* V] (7).

nm

—00

(3.1.2)
Since the relaxed density matrix is of the form p(® = f;(H,), it contains only
diagonal elements. This also means that the perturbation will only add off-diagonal
terms.
It is important to note that the perturbation consists of two terms, with one being
linear with the field, and the other term being nonlinear with the field, such that it
can be written as

Hins = H* + HA (3.1.3)

I denote the linear term as H4 and the other term, which is of second order in the

field as HA4, and they are given by

e e
H'=o—(p-A+A-p)=—A-p,

m m (3.1.4)
4AA _ £ A2

2m=

where [p, A] = —ihV - A = 0 was used in the first equation and the vector potential
is a sum of plane waves, such that amplitude in Eq. (2.2.6) is e(w;) = gk,
This fact, along with the iterative solution given by Eq. (3.1.2), leads to that each
order of the density matrix p*), may contain several terms, with each term having
different field dependence.
To put it simply, the density matrix of order k£ can be written as

P = 8op® + 37 ) (3.1.5)

j=1

where p(k’Aj), is the k-th order density matrix with j-th order field dependence. The

zeroth order having no field dependence, and the first two orders can be written as

2 2 3 4
p(l) _ p(l,A) 4 p(1,A )’ p(z) _ p(2,A ) p(2,A ) 4+ p(27A ). (3.1.6)

15



This also means that if I use Eq. (2.3.4), I get

W) — HLA) - Ad) _ 1A% | 247 (3.1.7)

p = ph,

The solution given by Eq. (3.1.2) depends on matrix elements of the perturbation.
These matrix elements can be Fourier expanded, since the field is a sum of plane
waves.

Hi, = (0| HA Im) = Z [HA(n,m, De ™ +ce],

l

(3.1.8)
i = (n| 1A m) =D [HA (n,m, 1, 1)e et el
Ll
and the Fourier coefficients are given by
. 3
rHA 7m’l = e - ik;-x m) = _e—ikzm e e eikl-m & lm :
(n ) i, 1+ (n]e™*p|m) i hZ:; (wi) - én (n] p-én|m)
AA / —’ i(k+k;/ )@
H ,m, L) = ey etk )-
(n,m,1,1") Sonon g -eynle |m)
e? i
— — —Z(k+k/:12 i(k+ky)x
B 2mwlwl/ - ;8 ene(wr) - én (n] SO m)
(3.1.9)

Using these definitions along with the solution given by Eq. (3.1.2) I find that

HA(n,m, 1)
Wnm — Wl) + Ynm
HAA(n, m, 1,1)

Wpm — W) — Wl’) + Ynm

—iwlt

p’glér)b(t) = —ih™! (f0(€m> - fo(En)) Z Z(

l

e—i(wl—i-wl/)t

A0 = =7 (folen) = folen) D 5
L
(3.1.10)
where fo(e,) = (n| fo(Ho) |n) was used. These solutions can be rewritten in the

following way
Pt Zp(A n,m, e ",

pgllmA2 ) _ Z p(l,A )(n’ m, l, l/)e_i(wl""wl’)t’
IRz

(3.1.11)

16



where

p(A) (n’ m, l) — —ih! (fO(Em) B fO(En)) HA(nu m, l) :
Z(an - Wl) + Ynm (3 1 12)
(1,42) n o —ih! (fO(em) B fO(En)) %AA(n> m, 1, l/)
P (n,m,1,l") = , )
i(Whm — Wi — Wir) + Yam
Using the iterative solution given by Eq. (3.1.2), I find
p(2 A2 g Z n T, l (r, m, l') _ p(A) (n, T, l’)’}-[A(r,m, l)} i)t
Ll (wnm — W _Wl’> +f>/nm
(3.1.13)

Note that the sum index r runs over the quantum numbers of the unperturbed
Hamiltonian, and the indices [, 1’ corresponds to the external field modes.
Following the expansion described by Eq. (2.3.4). I will summarize the result for

each term.
PSLO% - 5nmf0(€n)>

P%Z(t) == (fO 6m .fO En Z

l

(AA)( ) — —ip! Z (fO(EM) fO(En))HAA(n m, l)

Prm Z(an — W — Wl’) + Ynm

HA(n,m, 1)

—tw;t
e
l wnm Wl) + Ynm

Y

LY
+Z [HA(n, 7, 1) pD (r,m, 1) — p (n, v, UYHA (r,m, )]

(wnm Y Wl/) + Ynm

e—i(wl—l—wl/ )t'

(3.1.14)
The contribution to p comes only from H* and for p*4) there are two contribu-
tions: one from the first order perturbation theory, which comes from H“4 whereas
the second term comes from the second order perturbation theory, which comes from
HA. Both p and p(44) contribute to the second order current density, as will be

shown in the next section.

3.2 Current density

In this section, I describe my derivation of the second order current density. I start

by noting that the current density operator given by Eq. (2.3.6), can be written in
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a more convenient form by first defining the charge density operator D,y (), to be
Dyp(x) = —e|x) (x| (3.2.1)
The current density operator

jop(mvt) = Jgp(w) _'_joAp(wvt)v

1 . (3.2.2)
= 5 {Dup(@), ) + < Doy Al 1)
where the first term being the momentum current density
P _ D 3.2.3
Jop(w) - %{ Op(m)7p}7 ( c )
and the second term is the so called gauge current density
A €
Jop(T, 1) = EDOp(w)A(w, t). (3.2.4)
The average current density is given by Eq. (2.3.7), can be written as
@) @0 =3 6" =" @+ 6" @)+ O @+ (325

where n signifies the order in which the current density depends on the field.
Following Eq. (2.3.4) I find that the second order current density is comprised of
two parts

()P (@) = (H*P + ()Y, (3.2.6)

2p

where (7) ) is the second order current density that arises from the momentum

part and (j )(2’A) is the second order current density that arises from the gauge part

of the current density operator. These terms are given by
.\ (2, .
(G)*P = tr (Y 4P (a))

G)BA = tr (oW §A (z,1))

The distinction between the two parts will be useful later to relate between the

(3.2.7)

conductivity which arises from jOAp, and the induced charge density tensor.
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To find ()® (x,t) using Eq. (2.3.7), I first need to find the current density op-

erator matrix elements, in the basis of the unperturbed Hamiltonian, namely

(1] Gop(®) [1) = Gop (@) = 35 (€)m + o (@, ), (3.2.8)
and I get

2
3@, D = = (@) (@) A, 1),

; (3.2.9)
Jop(2),,y, = =5 AUn(2) (=1hV) V(@) — Yin(@) (=hV) P (@)}
and thus (5)® (x,t) is given by
() (2,1) = (o ()58 (2, 1)) + tr (o4 ()57, ()
A o (3.2.10)
=3 [pn®ad,, @0 + A0 055, @)] .
Using Egs. (3.1.14, 3.2.9) T get
(5) (1)
i folen) — Pl HA D)
P PR Ui (@) n) Al 1
e (fO(EM) - fO(en)) HAA(”? m, 1, l/) e—i(wl+wl/)t
+ om n,zrn,l:,l’ i(Wom — Wi — W) + Yom
X {5 (@) (Vn(x)) — thn() (V7 (2))} (3.2.11)
o ST (U (@) (V@) — () (Vi () et

HA(”? Ty Z)HA(Tv m, l,) (f0(€m> - f0(€T>>
[i(Wnm — Wi — W) 4+ Yom] [(Wrm — wir) + Yem)

HA(nv Ty ZI)HA(Tv m, l) (f0(€T> - fO(En))
[i(Wnm — Wi — W) 4 Ynm] [1(Wnr — wir) + Vo]

X

where the summation indices {r,n, m} are on the states quantum numbers and {/, I’}

are on the field modes.
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To display this result explicitly in terms of the matrix elements of the perturbation

and full quantum numbers, T use Eq. (3.1.9), and make the following substitutions

n=mniqi, M= N2q2, T = N3Qs,

Wnm = Wny qinzqzy  Wnor = Wn, qi.nzqzs Wrm = Wny q3,n2492>

(3.2.12)
Ynm = Vniaineazs Ynr = Vniaimsass Yrm = VYngasne gz

€n = Eny (A1), €m = Eny(q2), € = 5713((13)7

and get

() (@.t) =

> 2 Z imzjwl,ﬁ (folns (@) — folEm (1)) (m1 i €7D - & ny o)

1(w —w
niqimeqe LI h=1 ( n1q1,n2 g2 l)+7n1Q1,n2Q2

Uiy () Uy ay (2)e™ ™% (e(wi) - ép)e(wp)e )t

’ e 0(Eny(A2)) — Jol(€n, (A1 ny qq| &R n, gy
S szzww(f( (92)) = fo(eni(a1))) (n1au| [n2 d2)

nidqi,n2qz Ll h=1 i(wm qi,naqe — WL wl/) + Y, Q1,2 2
X AU, 0 (@) (Vo 4 (@) = Uy, (®) (VU g, () e 0=
X (e(wr) - é)(e(wy) - & )e @it

> ie?
+ Z Z Z 2m3wlwl/h

nidi,m2dqz,n343 LI’ h=1,h'=1

X {¢;2 qaz (CIZ) (V¢n1 qi (CIZ)) - 'l/)m qai (m) (V'l/);z Q2 (w)) } e_i(kl—’_kl’)'”c

ikl-m

(nyai] e™®p - é, Ing qs) (ns qs] €™ ®p - ey [ng q2) (folen, (d2)) — foleny(as3)))

[i(wnl qinzqz — Wi wl’) + Yy qi,n2 Q2] [i(wns qs,n2q2 Wl’) + Yns q3,n2 Q2]

ikl/ &

(nyaqu] €™ ®p - ey Ing qs) (ns qsl e™®p - é, [na qa) (folens (as)) — folen, (a1)))
[i(wm qineqe — Wi wl’) + Yy q1,n2 C12] [i(wn1 qi,m3q3 wl’) + s q1,n3 Q3]

X (8(0)[) : éh)(E(wl/) . éh/)e_i(“’l"‘wl’)t

(3.2.13)
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3.2.1 Current density temporal Fourier components

To proceed with the calculation, I first need to find the Fourier components of the
current density.
The current density can be written as

(6)? (1) = Z [<j>(2) (3w + wir, wi, wy et 4 C-C-] ;

L (3.2.14)

(P (@50 + @) = (G) P (@ 04 w0, 00) + (5 (@500 +w,wr,w).
This form corresponds with the result of Eq. (3.2.13), having two different terms
when exchanging between [ and ['.
For our purposes, it is sufficient to find ( j)(2) (x; wi+wy, wy, wy), and when evaluating
the conductivity, both terms must be taken, namely ()@ (@:w, + wy).

I project the current density onto an arbitrary direction, denoted by é; and find that

21



the current density Fourier component is given by

~

(5P (25w + wr, Wi wp) - & =

: e (foleny(a2)) = folen, (1)) (n1au| €™ p - €y na qg)
Z Z imzwlwlrﬁ

1(w. —wy) +
n1qi,m2 g2 h=1 ( n1di,n2 gz l) Tniqin2qz

Uiy o (T g ()™M (e (wi) - én) (e(wr) - &)

& e (foleny(q2)) = folen, (a1))) (n1 qu| €045 [ny )
- Z Z 4m2wlwl/

i(Wn, dineqe — Wi wir) + Y, q1,m2 92

niqi,n2qz2 h=1

X {¢;2 a2 (w) (V¢"1 a1 (CIZ)) - 'l/)m a1 (w) (VQ/):LZ a2 (w)) } ’ éz’e_i(kl—‘rkl/)'m
X (e(w1) - én)(e(er) - &)

> ie3
+ Z Z 2m3wlwl/h

n1qi,n2qz,n3qs h=1,A'=1

X {¢;2 q2 (33) (V,l?bnl q1 (w)) - 'l/)nl qi1 (w) (V'l/):;z a2 (m)) } . éie_i(kl+kl’)‘w

ikl-m

(nyar] €™ ®p - &, Ing qs) (ns qs| €™ ®p - ey [ng q2) (folen, (d2)) — foleny(as)))

[i(wm qineqe — Wi wl’) + Yy q1,n2 C12] [Z(wm qs,m2qz2 wl’) + Tns qas,n2 Q2]

ikl/ &

(nyai] €™ ®p -y Ing qs) (ns qsl €™ ®p - é, [na q2) (folens (as)) — folen, (a1)))

[i(wm qineqe — Wi wl’) + Yy q1,n2 C12] [i(wn1 qi,m3q3 wl’) + T q1,n3 Q3]

X (e(wr) - én)(e(wr) - en)
(3.2.15)

3.3 Second order conductivity

In this section I describe my derivation of the second order conductivity from the
current density. I relate (j >(2) (x;w; + wy,wy,wy) - € to the conductivity, by using

the relation
3
<j>(2) (5 wp + Wi, wi, wr) - € = Z Uz'(?ll<w§wl + wy, wi, wy) (e(wr) - €5) (e(wr) - €x) -
jk=1
(3.3.1)

2)

I note that the full conductivity o5 (x;w; + wr), is attainable using Eqgs. (2.1.4)-

(2.1.6), for which intrinsic permutation symmetry holds. Using Egs. (3.3.1, 3.2.15),
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I find

2) (0. _
Uijk(wﬂ wy + Wy, Wy, wyr) =

Z e (foleny(a2)) = folen, (1)) (1 au| €®p - ¢ [ng q)

— ;
imlwwyp h i(w —w) +
n1q1,m2 q2 g ( n1qi,n2qz l) Tniqi,nzqz

wn2q2( ),lvbnﬂh( ) _ikl.wdiﬁk

- ¢ (folena(A2)) = folen (ar))) (na au| X7 |ny gp)
n1q1,n2 q2 4m2wlwl/ Z.(wm ainzqe — Wi T wl’) + Yn1 qi,m2 q2
X {¢n2 q2 V,lvbm q1( )) - 'l/)m q1( ) (V'l/)nz a2 )} 6 e ikitky )@ 5J,k

DY
2m3wlwl/h

n14q1,n2 492,13 43

% {¢"2 a ) (Vi q; (®)) = Yny o (T) ( na qz )} g tathy)e

ik;-x ikyx

(n1qi| e™®p - & |n3qs) (n3qs| €™ ®p - & [n2 dz2) (folen,(d2)) — folens(as)))

[i(wm qineqe — Wi wl’) + Yy q1,n2 C12] [Z(wm qs,m2qz2 wl’) + Tns qas,n2 Q2]

(n1aile P - é |nsas) (ns qs| €™ p - & [na q2) (folens(a3)) — folen, (ar)))
[i(wm qineqe — Wi wl’) + Yy q1,n2 C12] [i(wn1 qi,m3q3 wl’) + T q1,n3 Q3]

(3.3.2)

ikl/ &

3.3.1 Second order conductivity spatial Fourier components

Since the unperturbed Hamiltonian is symmetric under translation by a lattice vec-
tor, the conductivity also preserves this symmetry. Therefore, it can be written in

the following form

az.(f,)g(:c; Wy + wyr, Wy, wy) = Z Ugjg(wl + wir, wi, wir; G)e'S T, (3.3.3)
G

where G is the reciprocal lattice vector and V' is the crystal volume. This also means

1 G-
Uz‘(;IZ(Wl + wir, wi, wiry G /dmg 3wy e (3.3.4)
v
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Note that for G = 0, one obtains the average macroscopic conductivity.

To find al.(?,)g(wl + wy, wy, wr; G), Tuse Eq. (3.3.4) and get
o2 (w + :G) =
ik \WL T Wi, Wi, Wi )
Z e’ (foleny(a2)) = folen, (an))) (n1 qu| €%p - ¢; Iny qo)
ni1qi,n2qz im2wlwl,hv i(wm qi,n249qz Wl) + Tna q1,n2 q2
X (n2qy| e it @e N1 1) Gi e
o Z ieg (f0(5n2 (q2)) B f0(5n1 (ql))) <n1 q1| ei(kﬁ_kll).w |7’L2 q2>
n1q1,n2 qz 4m2wlwl/hv i(wnl qinzgqz — Wi T wl’) + Yy q1,n2 92
X [2(ng qo| e MFETRITD 60y qu)
— h(k; + G + ky) - & (ng qa| e EFETRIT 10, q1) ]
-y e
2m3wlwl/h2V
ni1dqi,n2q92,n3q93
[2 (n2 qo e I GTR)TY 6 |y qy)

— bk + G +ky) - & (np qp| e " MFETRI ) ]

iky-

[<n1 ai| €™ Tp - & Ing qs) (ns qs| €™ ®p - & na 2) (folens(a2)) — folens(as)))

[i(wm qineqe — Wi wl’) + Yy q1,n2 C12] [Z(wm qs,n2qz2 wl’) + Tns qas,n2 Q2]

_{nian| €M p - éx [ng ds) (s as| €MFP - & [no a2) (folens(as)) — folen (an)))
[1(Wny q1,m2 @2 — Wi = Wir) + Yoy aqrnz ao] [H(Wny aunsas — W) + Yoo ains as)

(3.3.5)
To evaluate the integrals I used the following
[ 40 (@) (T @) — b (0) (95, (2)]
v (3.3.6)

ik-x’

= % [2 (n2 qa| €™ p |y qu) + Ik (ny qof €% |my Q1>] :

For full derivation of this relation see appendix (A.2).

The general conductivity contains 3 terms. The first comes from the gauge part of
the current density operator and the last two terms comes from the momentum part

of the current density operator. The second term came from first order perturbation

theory, from the H44 part of the perturbation, and the last term came from the
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second order perturbation theory which contained a product of terms from HA.

3.3.2 The induced charge density and the conductivity

In this section I will reintroduce the charge density operator in more detail, show
how it is related to the conductivity, which arises from the gauge part of current

density, and relate it to the induced charge density tensor.

I begin with the average charge density
pe(, ) = tr(p(t) ch x) + p (@, t) + -+ (3.3.7)

where p.(x, ) is the average charge density, D, is the charge density operator (Eq.
(3.2.1)) and n signifies the order of each term with respect to the field. The average
charge density in the absence of an external field is p’ (x), and p((;l)(w,t) is the
average induced charge. The induced charge density can be Fourier expanded in the
field modes, namely
pD (@ t) =Y [p(@w)e ™ +ee]. (3.3.8)
l

The Fourier coefficients of the induced charge density are related to the electric field

amplitudes via the induced charge density tensor

W (x;w,) = Di(z;w) (e(w) - €5), (3.3.9)

<.
Il w
—

where D;(x;w;) is the induced charge density tensor in j-th direction. The induced
charge density tensor has the periodicity of the lattice and therefore can be written

as
(x;wy) ZD wy; G ZG'”,
(3.3.10)



The current density, which arises from jOAp denoted by ( jA> (x,t), is related to the

charge density in the following way

(G2 (@, 1) = tr(p(t) 52 (2, 1)) = %pc(a:,t)A(a:,t). (3.3.11)

The second order current density (5)**) (x,t) is thus related to the induced charge

density
. * e
)N (1) = (o) i (@, 1)) = ) (@, 1) Al 1) (3:312)

Using Egs. (2.2.6, 3.3.1, 3.3.9) T get

(2.4) (.. __° :
Tijk (5 w1 + Wy, wi, wr) = W@(%M)&,k, (3.3.13)
where JZ.(;,;A) is the conductivity which arises from jf)*p(:c,t). Using Eqgs. (3.3.4,
3.3.13), I get
(2.4) wp,wy; G) = —— D (wi; G)J; 3.3.14
azjk (wl_'_wl y Wi, Wi ) imwl/ J(wl7 ) i,k- ( s )

Following this result, I identify the induced charge density tensor Fourier component

to be
Dj(w; G) = mjhv (fo(gnz(%» - fO(Em(qi))) (nyaqu] €®p - &5 |ny qp)
P i arma a2 #(Wny qinzge — W) + Vs qrnz o
X (ny qo| e ®TET 1 qy).

(3.3.15)
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The second order general conductivity can be written as

(2) . o )
Uijk(wl + Wy, Wi, Wy G) - imwl/ D] (CU[, G)ézk
n14q1,n2 92 dmPworhV i(wnl qinaqe — Wi wl’) + Yniai,nz qo
X [2 (ny qo| e "®TETRITE 0y qy)

— bk + G +ky) - & (ng qo| e " ITETRT 1 ) 105
.S e
2m3wlwl/h2V

n1dqi,n2492,n3493

kl +G+kl/ )

[2 (n2 qa| e il p-éilnia)

— h(k; + G + k) - & (ng qo| e ®TETRI T 15, q) ]

ikl-m ikl/'

(n1qi| e™®p - & |n3qs) (n3qs| €™ ®p - & [n2 qz) (folen,(d2)) — folens(as)))

X - ;
[Z(wm qineqe — Wi wl’) + Yy q1,n2 C12] [Z(w% qs,n2qz2 wl’) + Tns qas,n2 Q2]

(nyau] €™ ®p - ¢, |ng qs) (ns qs| e p - &5 [no Qo) (folens (as)) — folen, (a1)))
[i(wm qineqe — Wi Wl’) + Vny qi,no qz] [i(wn1 qi,m3ds wl’) + Yni qi,ns 013]

(3.3.16)
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4 Nonlinear interaction for spontaneous paramet-
ric down-conversion

In this section, I describe the evaluation of the conductivity relevant for the process
of SPDC of x rays into UV /visible radiation. I denote the input x-ray beam, the
output x-ray beam, and the optical beam as the pump (w,, k,), signal (ws, k) and
idler (wyq, kiq) respectively. Due to the high absorption in the UV range, in a typical
experiment only the signal photons are measured, and thus I focus my interest in
the conductivity for the signal mode.

I can simplify the expressions by first assuming that the x-ray wavelengths are far
above any electronic transitions and use the dipole approximation for the optical
beam (but not for the x rays).

Secondly, by expressing the matrix elements using very localized of Wannier func-
tions, I further simplify my expressions.

In addition, since the wavelengths of the x rays are also on the order of the distance
between the atomic planes, the reciprocal lattice vector is used to comply with the
requirement for momentum conservation (phase matching), given by the equation
k, + G = k; + ki;. Thus the measured intensity is proportional to the Fourier

coefficient that corresponds to the selected reciprocal lattice vector.
I begin the derivation with the general expression for the conductivity for the signal
mode, using the following relation
@ (@) = 0@ (W — w, —wig; G) + 0D (—w; —wiq,wy; G),  (4.0.17
Uijk(ws; ) = Uijk(wp Wid, Wp, —Wid; )+ Uikj( Wid + Wp, —Wid, Wp; )> ( Y- )

such that

G (@i, — wig = ws) - = Y 0w G)e' S (e(wy) - €) (€7 (wia) - &), (4.0.18)
ik
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where (é;, é;, é),) are unit vectors projected in the direction of the signal, pump and

idler fields respectively.
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4.1 The conductivity for the signal mode in the Bloch basis

Following the general result for the conductivity (Egs.(3.3.5, 4.0.17)), I find that the

conductivity for the signal mode is

oo (ws; G) =

>0 Uelena) = hlen(a) (el € p - Inya
n19q1,n2 qz pid i(wny q1,m2 q2 Wp) + Vniqine a2
X (n2 qo ekt Q) |n1d1) 6k

+ Am? ie’  (foleny(a2) = folew ())) (m au] e 50 [y qy)

wpwighV’ 1w — w4+ wig) +
n1dqi,n2 q2 pWid ( ni1qi,n2q2 ¥4 Zd) rynlql,nzqg

—i(kp+G—kq)

X [2(n2qo] e péilniaqr)

— Ik, + G — Kig) - & (na qo| e TR |y 1) 165

e
_l’_ .
Z 2m3wpwiqgh*V

n1qi,n2492,n3493

i(kp+G—k;q)

[2(naqo|e” p-éilnian)

— bk, + G — kig) - & (ng qo| e Fr TG 1 g1 ]
(n1 qu| e ®p - é; [ng qs) (n3 qsl e ™ 4%p - &4 ns qa) (fo(Eny(a2)) — folens(as)))
[i(wm aimaqe — Wp T Wid) + Vs qi1,n2 Q2] [i(wna asmaqe T Wid) + Yns as,ne2 qz]

—zkldm

(niaile P - é|nsqs) (ns qs|e™*p - éj|n2 dz) (folens(as)) — folen, (a1)))
[i(wm qineqs — Wp T Wid) + Vi, qi,n2 qz] [i(wm ainsqs T Wid) + Yy q1,n3 q:s]
3

Z —e (foleny(a2)) = folen, (an))) (na qu] e”™9®p - & [na qy)

Y1 2 . , .
m wpwidhv Z(wm aimaqe T wld) + Vniqi,n2 a2

n14q1,n2 92

X (ng qa] gitkiu—G)a |n1di) 6

+ Z 4m2 i63 (fO(Enz (qZ)) - fO (5n1 (ql))) <7’L1 q1| 6i(kp_kid)'m |7”L2 q2>

wWywighV (w — W+ wig) +
n1q1,n2 q2 pWid ( n1qi1,n2 9z D zd) Yni1qi,n2 g2

—i(kp+G—k;q)x

X [2 (n2 qof e P-éi|niaqr)

— ik, + G —kig) - & (ng qo| e TG ) q1) 16
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+ ) ¢

2m3wyw;qh?V
ni1qi,n2q92,n3 93

[2 (no qo| e E KTy 6 |ny q)

— Ik, + G — Kig) - & (ng qo| e MG T |y ) ]

(nyqu| e ™a®p - &, Ing qs) (ns qs| e ®p - &; [na qa) (folens (a2)) — folens(as)))
[i(wm qi,n2qe — Wp + wid) + Tniqine Q2] [Z(wm qs,m2qz2 wp) + Tns qs,n2 Q2]

_ (n1qi] €™ ™p - é;|ngaz) (ng qs| e ™4 p - & [na q2) (folens(a3)) — fo(en (ar1)))

[i(wm qineqe — Wp T Wid) + Y qi1,n2 qz] [i(wm qi,nsqs wp) + Vniqi,ns Cl3]

(4.1.1)
Next, I keep only terms with resonances close to the idler frequency (i.e. terms with

wiq in the denominator) and get

oijk(ws; G) =
Z —e? (foleny(a2)) = folen, (an))) (na qu] e”™9®p - &) [ny qy)
im2wpwghV

1w Wi
n1Q1,m2 g2 ( n1q1,n2qz2 + Zd) + Y q1,n2 q2

X (ng qof e!(kiu=G) @ |n1di) d;
3

+ Y ‘

2mB3wyw;qh?V
ni1qi,n2q92,n3 93

(2 (ng qo| ™" ETRDTp Iny qu) — Ak, + G — Kia) (ng qof e TETRDT 0, qy) ] g

(n1qi] ™ *p - éj In3 qs) (ns qs| e~ iy - & Ing qa) (fo(eny (A2)) — fo(Eng(as)))

[i(wnl qi,n2qz2 (wp - wid)) + Yy qi,n2 Q2] [i(wns q3,n2 92 + Wid) + Yns q3,n2 Q2]
_ (n1 qu| e ™9 ®p - &y ng qs) (ns qs| €™ - &; [ny qa) (folens(a3)) — folen, (1))
[i(wnl qi,n2q2 (wp - wid)) + Yy q1,n2 Q2] [i(wnl q1,n393 + Wid) + Yy q1,n3 qg]

(4.12)

Since the x ray modes are well above any electronic transitions and keeping in mind

that w, = ws + w;q, I can make the following approximation

[i(wn1 qi,n292 (wp - wid)) + Yni1qine qz] ~ _Zw& (4'1'3)
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and get

Uz’jk(ws; G) =
3

Z —€ (f0(5n2(q2)) - f0<6”1(q1)))

2 .
mAwpwighV (w — W)+
n1q1,n2 q2 pid ( n2qz2,n1 q1 Zd) Vo q2,n1 q1

X (n1qi] e ™ 9T - ¢ ng a2) (no qa| €& 0y qy) 5
3
> -

2mBwpwiqwsh2V
n19qi1,n2492,n349s3

[2 <n2 qz‘ e—i(kp-i-G—kid)m

p-é ‘”1 OI1>

— bk, + G — kiq) - & (ng qo| e FrTGTXia)® 1y qy) ]

(n1qi| €™ ®p - &; |ng qs) (n3 qs| e ™4 p - & [n2 qa) (foleny (a2)) — folens(as)))

[(wm qz,m3q3 wid) + Z.'ym qz,n3 Q3]

(i e7™ T - &y [na ag) (n3 az| €™ TP - € [na d2) (folens (a3)) — folen (an)))
[(wm qz,nidr wid) + Vs as,m q1]

(4.1.4)

In this expression I used the property wp, qinoqe = —Wno qomi ai» 10 e€xplicitly show

the resonance dependence on the idler mode. Furthermore, using the phase-matching
condition, I find that (k,+G—k;q)-é; = ks-é; = 0 since I am dealing with transverse
modes and é; is projected in the direction of the signal field. This leads to

Oijk(ws; G) =

3

3 —e (folens(92)) = folen (a1)))

2 .
m2wpwighV (w — wig) +1
n1qi,n2 qe O (e id) T Vs o,m1

X (niai| e 9T - ¢ |n2 Qo) (n2 G| €MD T Iny q) 6y

3

e .

—i(kp+G—kig) T ey 5

- § 3 — (na qa| e WD ¢ nyqu)
m3wpw;qwsh*V

n1qi1,n2492,n3 493

(n1qu| €™ ®p - &;|n3 qs) (nsqs| e ™ 4®p - & [ny qa) (foleny(q2)) — folens(as)))
[(Wm q2,n393 Wid) + i7n2 q2,n3 QS]

(ny qu| e e

P - &k |3 as) (n3 qs €ik”'wP a2 In2 a2) (folens(as)) — folen, (a1)))
[(wns qs,nidqi Wid) + i’yns q3,ni Q1]

(4.1.5)
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In this expression all the terms have similar denominator up to a change of indices
and so by rearranging the sums in the second term I get
oijr(ws; G) =

3

3 —e (folens(92)) = foleni (a1)))

2 ,
mAwpwighV (w — W)+
n1dqi1,n2 gz pid ( 72 q2,n1q1 Zd) Tna qz,n1 a1

X (ni | e 9Tp - ¢ |2 Qo) (n2 G| €MD T ny q) 6y

- Z e’ (niaa| e”™®p - & [na do) (fo(Ens(d2)) = folen, (an)))

3 2 :
m3w,wiqwsh2V w Wig) + @
n1q1,nz 92,n3 93 pWidWs [( n2 qz,m1 qi1 zd) Tns2 qz,n1 q1]

X | (ng qg| e Fr TG Th 6 iny qs) (ng qs] €™ ®p - & |n1 qi)

— (na Qo] €7 *p - € |ng qs) (ng qs| e tr TGl

p-éilniay) |-

(4.1.6)
This expression can be further simplified by using the completeness relation with

respect to the sum over (n3qs), such that

Z In3 qz) (n3 qs| = 1, (4.1.7)
n3qs

and get

Uijk(ws; G) =

Z —€ (fO(gnz((ﬁ)) - fO(‘gm(q1>>>

—ik;q-x A
m2wywighV (w — wiq) +1i (niau| e”™*p - € [na qo)
n1q1,m2 qz pid n2q2,n1 q1 id Yno q2,n1 q1

{ (n2 qa| g'tki—Q) = |1 d1) 6;

1 —1 —kiq)x A ikp-x 4
+ mhw, (n2 qz [e (ep+G—ka) p-é, e p. ej] |1 q1) }

(4.1.8)
To simplify this expression, I solved the commutation relation found in the second

term using the identity (see appendix A.3)

[ (p - &), ™% (p - &))] = T [(Rky - &) (- &) — (k- €5) (p - &)]

)

(4.1.9)
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and find

[ TG (p &), M T(p - ¢)
‘ (4.1.10)
= =S [(1ik, - &) (p - &) + (ik, + G —kig) - &) (P~ &)] -
The result can be further simplified by using
k, =k, + (kis — G); ks =k, — (kis — G), (41.11)

kp'éi = (kzd_G) é“ ks'éj = —(kzd—G) 'éj,
where in the last line I used the property that the fields are transverse, and I get

Uijk(ws; G) =

Z —€ (fO(gnz((ﬁ)) - fO(‘gm(q1>>>

2 . — . 1
mPwpwighV (Wny q2,n1 q1 Wid) + 1Yy qz2,mn1 q1

—ikid{lt

(niaie P 6|2 qy)

ni1qi1,n2q2
{ (n2 qa| g'tki—Q) = |1 d1) 6i

(ks — G)

mhw - (n2 qq| gilkia=G)= [ei(p-é5) —éi(p-é)]lniar) ¢

(4.1.12)
Since the idler frequency is assumed to be in the UV /visible range, I use the dipole

approximation and get

Oijk(ws; G) =
3

3 —e (fo(ens(q2)) = folen, (a1)))

2 . — (. 1
m wpwldhv (an qz,m1d1 wzd) + 1Vn,y qz,m1d1

<n1 Q1| P € \n2 OI2>

n1dqi,n2q2

| (4.1.13)
(no 2| €79 |ny qy) 0y

kg — G)

+ mhw,

(na e e ST [ei(p - &) — €5(p - &)] In1ay) }

For brevity of notation, which will be convenient for later use, I express the conduc-
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tivity in the following way

3
e e
ijk(ws; G) = ——Dy(—wia; G)0ij + ——5—— Bijr(wia, kia; &),
oijk(ws; G) i, k(—wig; G) 7J+Vm3wpw5 ik(wid, Kig; G) 114)
ih€2 ~ —iG-x
Dl @)= (5) X maulp: s bnoas) (ol S o )
n1q1,m2 gz (4.1.15)

— (Jolens(a2)) — folen, (an)))
hwid(hwnz q2,n1 91 hwld) + Zh’ynz q2,m1 q1

Bz‘jk(wida Kiq; G) =

Z Akia — G) - (na qal e "C T [(p - ¢5) — ¢;(p - &)] 1 1) (m au| p - &k [n2 o)
niqi,n2qz2

— (fo(eny(q2)) = folen, (a1)))

X ;
hwid(hwm qz,niqr hwid) + Zh’)/m q2,m1 q1 ’

(4.1.16)
where Dy (—w;q; G) is the induced charge density tensor at the idler mode, which
arises from j?p, and Bjji(wiq, kig; G) is denoted as nonlinear dependence on the idler
mode which arises from j? .

Note that the first term vanishes for ¢ # j, and that B;;; is antisymmetric with
respect to (i <> j), and thus vanishes for ¢ = j. This means that the first term,
which is associated with the induced charge, contributes to the nonlinearity when
the polarization of the pump is parallel to the polarization of the signal, while the
second term contributes to the nonlinearity when the pump and signal polarizations

are orthogonal to one another.

4.2 The conductivity for the signal mode in the Wannier

basis

One of the goals of my research was to relate the nonlinear interaction to microscopic
and inter unit cell information, hence I used the Wannier basis, which contains this

information [34]. For this purpose, I first calculate the matrix elements contained
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in the conductivity, in terms of Wannier states and then approximate the Wannier

functions to be very localized.

The Bloch basis |nq), can be expressed by a superposition of localized Wannier

functions. I relate between the two bases in the following way
Inq) e IRT(R) W),
Y
Unq(x) = (x|Inq) = MR (z — R),
q \/— Z

(4.2.1)

where N is the number of sites in the lattice, and T(R) = e=F™ is the translation

operator, such that a Wannier function of band n at site R, is given by
(x| T(R) |W,,) = (x — R|W,,) = W, (x — R). (4.2.2)

Therefore, a matrix element of an operator O in the Bloch basis, can be expressed
in the Wannier basis as follows
(1 an| O |n2 ay) = Z SlarRie ) (| T(—Ry)OT(Ra) [Wa,) - (4.2.3)
R1Ro
Using the results of appendix B, I find that the relevant matrix elements for the

conductivity (Eq. (4.1.12)) are given by

<n1 q1| 6 |n2 q2 q1 qqz+k Z e’ (a1 =k Wn1| eZk wT( ) |Wn2> )

(4.2.4)
<n1 ql‘ el ‘n2 q2 Q1 qz+k Z =ty Wnl‘ e’ mpT( ) |Wn2> )
where the Kronecker delta in these expressions is
1 (k1 —o ).
ks = 7 Y itk R (4.2.5)
R

This means that it is periodic by a reciprocal lattice vector, namely

5k1,k2 = 6k1,k2+G' (426)
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A proof for the identity given by Eq. (4.2.5), can be found in appendix A.1. Using
the results of Eq. (4.2.4), I find that the second order conductivity for the signal

mode in the Wannier basis is

3
o O (Wl M AT (Ry) W)

Ri1Ra2ning

oijr(ws; G) =

X { (W, | e/ ST (Ry) [Wy, ) 65

et (4.2.7)

* mhuwg

(W | ®50= S [e5(p - &) — &;(p - €)] T(Ra) W) }

% Z (fo( Enz(q +kiq)) — fo(en, (q))) eiq'(R1+R2)6ikid-R1'

Wny qtkigm q — Wid) T 1Yy qtkignia

When assuming the dipole approximation with respect to the idler mode, I get

3

—e
ijk(Ws; G) = ———+ W p-eT(Ry) W,
7iji(ws; G) m%pwithRlez;mf P ST (Ra) [Wo)

X { (Who| e 7"S*T(R2) (W, ) 65,
(4.2.8)

M= Q) (Way| e [e(p - €5) — ¢5(p - &)] T(Ra) [Wa,) }

mhuwg

> (folen, (@ + Kia)) — folen, (q))) eiQ'(RH-Rg).

(Wm a+kiq,niq Wid) + Yns qtkigmi q

q
By representing the conductivity in terms of Wannier functions, the sum over the
Bloch wave vector is separated from the matrix elements, but the sum over the
lattice vectors {R;, Ro} includes both the matrix elements and the spectral terms,
which depend on the Bloch wave vector.

Though it implies from this expression, that if I could get rid of the sum over
the lattice vectors, I could separate between the matrix elements and the spectral

dependence of the interaction.
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4.2.1 Approximating the Wannier states to be very localized

In the case of insulators and semiconductors, the Wannier functions are fairly local-
ized, such that the overlap between neighboring functions at different sites is very
weak. To further simplify the expression for the conductivity, I assume that the
Wannier functions are very localized such that, there is no overlap between neigh-
boring sites. This means that a matrix element of an operator O, between two

Wannier functions, separated by a lattice vector R is
(Wos| OT(R) [Wo) = S0 (W, | O [Wh,) (4.2.9)

By making this assumption, I can separate the contribution of the intermolecular
interactions and the band structure. As hinted in the previous section, by assum-
ing that the Wannier functions are very localized, the summation over the matrix
elements is reduced to a sum over only the band numbers. The rest of the terms
depend on all quantum numbers hence have the meaning of the spectral dependence

of the interaction.

I express the conductivity according to the definition given by Eq. (4.1.14), un-

der the aforementioned approximation, and find that

ihe? G R
Dk<—wid;G>=( )Z<Wm|e G2 (1) (Wi |- e [Wis) Tnnons (21 ),

mvV ~
(4.2.10)
Biji(wia kia; G) = Y h(kia — G) - (Wo, | e C% [ei(p - &) — &5(p - &) [Wi,)
n1no
X <Wn1‘ p- ék |Wn2> Ing,nl (5id7 kid)v
(4.2.11)

__V — (folen, (a + kia)) — foleny(Q)))
In17n2 <€id7 kld) - / dq cid [(5n1(

@) ] q + Kia) — €n(Q)) — €ia) + M Vny gtz ]
- (4.2.12)

where I denote the spectral dependence of the interaction to be I, n,(€ia, Kia),

and the idler energy is given by e, = hw;q. The spectral dependence function
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Iy ny(€ia, Kia), 1s expressed by an integral over the first Brillouin zone and was at-

tained by converting the sum over the Bloch wave vector into an integral, namely

Xq: = % / dq. (4.2.13)

At the end of section 4.1, I mentioned the polarization dependence of each term.
The different polarization dependence of the two terms can be used to probe the
contributions of the induced charge density, band transitions dependence, and inter-
molecular interactions matrix elements. The functions Bjji(wiq4, kia; G) and
Dy(—wiq; G) contain the information on the interaction dependence on the idler
mode (the long wavelength), the band structure, and inter-molecular interactions
matrix elements.

The information about the inter-molecular interactions is encoded in the matrix
elements and the interaction dependence on the band structure is given by the
function I,,, n,(€id, kia). It is a measure of the number of band transitions (n; <> ns)
with separation of k;; and population difference of fo(e,, (q + kiq)) — fo(eny(q))
that are closely related to the idler energy £;4. Moreover, it is important to note
that for maximally localized Wannier functions (as assumed here) there will only be
contributions from interband transitions, when the dipole approximation is assumed
with respect to the idler mode. This is because under the assumption that the
Wannier functions are maximally localized, they can be taken to be real [35], and

thus

(W | i [Why) = = (Wig| P, [Way) = (Wl p - e [W,) = 0. (4.2.14)
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5 Model case of a semiconductor with two bands

In this section I focus on the nonlinear interaction in semiconductors. I begin with
the spectral dependence of the nonlinear conductivity for the case of a semiconductor
with two bands, proceed with an example case and conclude with an estimation on

the contribution to the nonlinearity which arises from the matrix elements.

5.1 Spectral dependence

In the previous section, I showed that when the Wannier functions are localized, the
spectral dependence can be described by the function I, , (g4, kia) (Eq. (4.2.12)).
Therefore, to analyze the spectral dependence of the nonlinear conductivity in
the case of a semiconductor, it is sufficient to explore the spectral dependence of
Iy ny (i, kig). To get more insight I consider a simple example of a semiconductor
at zero temperature with two energy bands, where the valence band is fully occupied
and the conduction band is completely vacant and in addition, I assume that the
damping coefficients are equal to a constant ~.

I denote the band number for the valence band to be n = 1, and for the conductance
n = 2. Under these assumptions, the Fermi-Dirac distribution is proportional to a

delta function and can be written as

5n 1
folenla@)) = 7 (5.1.1)
where the factor %, comes from normalization condition for the density matrix

tr(p(t)) = 1. The spectral function I, ,, (€4, Kia) can thus be simplified by express-
ing it using two functions I denote as I (g4, Kiq) and I_(g;4, kiq), which satisfy the

equation

Inl,nQ (5id> kzd) - (5 1 2)

Ony 20m0,1 14 (€id, Kia) + Ony 10, 21— (€ia, Kia),
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and their expression is given by
1

(2m)3 / 1 e [(Aezi1(q, tkig) F &) £ ihy]
B.Z. (5.1.3)

B / g2.1(g, Tkiq)
=v [ de —,
€id [(€ T €ia) £ 1]

where the integration is performed over states between the two bands separated by

I (gia, kia) =

a wave vector difference equals to k;4 as illustrated in Fig. 3,

A

£9(q)

Aeo 1(q*, kiq)

~

Y

*+kid

q

Figure 3: Schematic view of the energy difference between bands (2 <> 1) at wave

vector ¢*, separated by k;q.

v is the volume of the primitive cell, Ae,, ,,(q, k) = €,,(q+k) —&,,(q) is the energy
difference between bands (n; <> ng) at wave vector g that are separated by k, and
the weight function ¢s (e, £kiq) in the integral is the joint density of states, which is

defined as gy, n, (¢, k) -

.
@) st [Va(Aen, ny (@ k)]

. Note that for k = 0 the expression
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for gn, n,(€,k) reduces to the standard definition of the joint-density of states [36]
and can be considered as such for a wave vector much smaller than a typical size of
the first Brillouin zone (Jk| < 2%). From Eq. (5.1.3) and from Fig. 3, it is clear that
€;q acts as a resonance in the integral form of the function I, (g4, kiq) and therefore,
is more sensitive to the joint-density of states than I_(g;4,k;q). This sensitivity is
related to the contribution that arises from the number of energy transitions at the

idler energy.

5.2 Example case

To further illustrate the spectral dependence given by I.(g;4,kiq), I consider the
following simple energy dispersion

e1(k) = Vislgi (k)|

e2(K) = £gap + Vas (2 — |1 (K)]), (5.2.1)

g1(k) = COS(%]ﬁ) sin(%kg) sin(%kg) —i—isin(gkl) cos(%/@) cos(%kl).
where e4,p, is the gap energy, Vi, is the width of each band, and ¢, (k) is the band
structure form function I used for this example [37], where in this form of the func-
tion g;(k), the vector is k = (ky, ky, k.) = (32)(k1, ka2, k3). The dependence of the
functions I (g4, kig ~ 0) = IL(g;4) on small idler energies is evaluated numerically
under the assumption that the width of the levels are very narrow and therefore
the damping coefficient 7 is neglected. Furthermore, in order to see how I.(g;4)
scale with the band gap energy and to investigate the dependence of the choice of

bandwidth Vi, I define dimensionless energy parameters

~ Eid 2‘/:98
Eid = ) 5 = )
~ k) —ei(k o
Rego = 22 W g0 ),
gap

where €4, f and &?(k) are the idler energy, bandwidth energy, and interband transi-

tion energy relative to the band gap energy e,y respectively. With these definitions,
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Figure 4: Band structure dependence of the nonlinear current density: (a) The

term I, (2;4) (green) shows a clear peak at the band gap energy while the term

I_(£,4) (red) decreases monotonically with the relative idler energy &;4. (b) The
difference between the I, (£,4) and the I_(£;;) term. The vertical purple line

indicate band gap energy.
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the functions I, (€;4) can be expressed by dimensionless functions times a scale factor

fe) = S (523)
I (8q) = (22)3 /dk 1 2.

5, Eid (fA\ET(k) F 5id>

where I (€:4) are dimensionless, and will be used for this analysis. It is interesting
to note that the difference function I (e;q) — I_(gia) can be related to the induced
charge density when the dipole approximation is assumed with respect to the idler

mode. In this case I find that

Di(~wia: G) = f17(G) (L (zia) — I-(20)) (5.2.4)
£ = (00) e Se ) mip vy, (529

where fz(kl)(G) encapsulates the inter-molecular interactions with respect to bands
2, 1 and the reciprocal lattice vector G. I, (g;q) — I_(€;q) reflects the spectral de-
pendence of the induced charge density on the joint density of states. I show the
dependence of I (¢;4) and of their difference in Fig. 4. The prominent peak in
f+(§id) near the band gap energy is due to its strong dependence on the large num-
ber of inter-band transitions at the band gap, while I _(&iq) decreases monotonically.
The difference I, (&) — I_(£;4) also exhibits a very distinctive peak near the band
gap energy. It is possible to measure this peak if the spectral resolution of the de-
tector is higher than the FWHM of the peak profile. This enhancement near the
band gap energy demonstrates the sensitivity of the nonlinear response and of the
induced charge to the joint density of states, and is also in agreement with a recent

experiment, showing an enhancement just at the band gap energy [2].

To investigate how the bandwidth effects the model, I evaluated I (&) for vari-

ous values of f = 2V,,/egap. The functions I (€;q) display the same behavior for
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all g differing only by a factor. This difference is displayed in Fig. 5 where the

peaks of the functions decrease with growing values of 5. This decrease is due to

8 dependence
3.0;
2.5
0
X
g 2.0}
8
]
&

—_
(&)

—
S

85 90 95 100 105 110 115
B (arb. units)

Figure 5: 8 dependence of the nonlinear current density: The functions f+(éid)
(blue) and the difference (I (&;q) — I_(:q)) (red) at the band gap energy (£;q = 1).

Both decreases with the parameter .

the broadening of the joint density of states, as 8 grows, which leads to a reduction
in the density of transitions about the energy gap. The spectral dependence of the
optical response on 3, can be used to probe changes in the band structure due to

an external field, and also the corresponding changes in f2(kl)(G)

5.2.1 Matrix elements in two-dimensional subspace

After describing the spectral dependence of the nonlinear conductivity, I estimate the
contribution of the inter-molecular interactions in the case of two bands by working

in a two-dimensional subspace spanned by the Wannier states of each band. Since
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the operator ¢’G® shares the same eigenstates as the position operator, I first find
its matrix representation in the eigenbasis of the position operator and then rotate
this matrix to the original basis (see appendix C for more detail.). Next, I express
the matrix elements contained in Dy (—w;q; G) and B;ji(wid, Kig; G) in terms of the
position and momentum matrix elements and obtain

ihe?

Dy(—wig; G) = — <W) e G sin(G - ) (I(cig kia) — I_(cia kia)),  (5.2.6)

Bijk(wid, kia; G) =me G cos(G - ¢) [Ikig — G) - (é;m; — é;m;)]

(5.2.7)
X (L (€ia, Kia) + I-(gia, ki) ,
where
im, = (Walp- €, [Wh) = — (Wh|p-é, |[Wa), (5.2.8)
a — <W1‘$‘W1> = <W2‘$‘W2>, (529)
c= (Wi|z |W2) = (Ws|x [Wh), (5.2.10)

and the vectors (7, a, ¢) are real. This form of the matrix elements is attained when

assuming that the Wannier functions are real, and that [z;, ;] = 0.

Generally speaking, even in the case of a simple semiconductor the estimation of
the matrix elements requires numerical calculations. However, since the Wannier
functions are commonly constructed using the linear combination of atomic orbital
(LCAO) approach, in which Wannier functions are a constructed by a superposition
of many atomistic wave functions [38], I can get a rough estimation of the magni-
tude of the nonlinear conductivity by approximating the Wannier functions to be
hydrogen wave functions of levels 1s and 2p. For idler and pump photon energies
at 1 eV and 10 keV respectively, I find that the first term of the conductivity is on
A3

the order of (~ 1077 wz)- The second term of the conductivity is on the order of

(1071 &2,
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6 Summary and outlook

My work shows that the contribution to the nonlinear interaction arises from both
band structure properties and atomic-scale interactions. The results imply that it
is possible to extract atomic-scale information on the valence electrons as predicted
by previous publications [4,6,7,9,13,15] but only if the band information can be
separated from the Wannier function contribution. For example, when the Wannier
functions are localized. Consequently, the spectral dependence of the nonlinearity is
essential for the construction of the microscopic information of the electronic states.
Moreover, the population difference between bands or within a band also plays a role
in the spectral dependence. When considering more than two bands, there could be
an effect of interference between several spectral contributions including interband
and intraband transitions, provided that there is a population difference between

these transitions.

In contrast to previous publications [7,10], this theory predicts that the polariza-
tion of the signal is not only in the direction of the polarization of the pump. The
two polarization components exhibits different spectral dependencies which can be

investigated by measuring each component.

It is important to emphasize that since the nonlinear interaction I discuss is a para-
metric process in nature (the system does not change its state during the nonlinear
interaction) it is inherently ultra-fast. It is therefore very likely that it would be
possible to use the nonlinear x-ray and long wavelength interaction for the study
of ultra-fast dynamics in solids. The theory implies that pump-prob measurements
can be used to study the femtosecond and sub-femotosecond dynamics of interesting
processes. Examples include the variation of the populations between bands, ultra-

fast charge transfer between electronic states, optically induced chemical potential
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variations, ultra-fast (optically induced) dynamics of band structures, and ultra-fast

phase transitions.

This formalism can be combined with standard Ab initio methods for further stud-

ies of the nonlinear x ray and optical /UV mixing effects in many solid state systems.

Furthermore, effects which rely on nonlinear interactions can be used to reveal a
very broad band spectroscopic information ranging from sub eV to several hundred
of eV and structural information of the valence electrons by using a single appara-
tus. By using SPDC of x-rays to long wavelengths, the energy scan can be done by

tuning the angle of the sample and the energy is selected by the detection system.
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A Auxiliary identities

In this section I sum up a few identities used in various parts of the calculation.

A.1 Periodic Kronecker delta function

In this section, I will prove the following relation
> R = Nip. (A.1.1)

Since the volume of the crystal is arbitrarily large, one can assume that k follow the

Born-von Karman condition, namely that

-3

=1

(A.1.2)

3|§

where {b;} is the set of primitive vectors in the reciprocal lattice, N; is the number of

sites in the i-th direction of the lattice and m; is an integer, such that m; < N;.

N;—1
Furthermore, R = Ry, pyny = Z nja; and Z H Z so the sum is simply
Jj=1n;=
) R 2mmn; ) RN N
Serr o[ S e () =TT () ] s
R j=1 [ n;=0 J j=1 [ n;=0
To evaluate the sum in the product I will use
N-1
v —1
dodr= , (A.14)
o d—1
and get
R 3 et2mmi _ q
Z 67« . — H 7'27”1” = Nék,()' (A15)
R i=1 e M —1
N;ém;,0

Note: the delta is for k within the first Brillouin zone, since for q = k + G, I get

Ze (+G)R Ze’kR Néx. (A.1.6)
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A.2

I define

mmmz/mwgamwwm@»w%mmwﬁm@m%% (A:2.1)
174

12,1, k) = / dx )y, q, ()" (Vi q (@) — / A, g ()€™ (V] g () -
|4 \4

Ia,k
(A.2.2)
Using the relation p = —iAV the first term can be expressed by a matrix element such
that
i .
12, Lk) = = (n2qf e*®plny qi) — Lok (A.2.3)
The second term can also be expressed by matrix elements
L= [ 4 0 (@) (T0,4,(@)). (A2.4)
\%
integrating by parts and getting
Iox =— /dw Yy Q2 (x)V (eik.wwm a (a:))
\%
T / dx ¢:Lz Q2 (x) [ikeik.wﬂ’m qi (x) + eikmvwm a1 (3’3)}
1% (A.2.5)

— ik / dz 7, o (T)e™ Py, g () — / A 1)}, o, (€)™ PV (1, g, ()
174 1%

i -
= [hk (naqa| €% Inyq1) + (n2 qa| e

ik-x

pln1 Q1>} .

Note that I've discarded the surface term!. plugging it back to I(2,1,k) and getting

2" > . i .
I(2,1,k) = 7 [2 (n2 2| € ™p n1 qi) + hk (na qa| €™ |0y Q1>} . (A.2.6)

Tt can be shown that the surface term vanishes due to the periodicity of the Bloch wave
functions (Born-Von Karman boundary conditions) and because the k vectors can be taken to be

3
periodic with the bulk, namely k = }~ %b;.
i=1""
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A.3

To evaluate the following expression

e (p - er), 0 (p ey,

I will use the identity

[AB,CD] = A[B,C]D + [A,C)BD + CA[B, D] + C[A, D]B,

and get

[eikl"”(p &), ™ (p - éj)}

= [(p L&), eik”} (p-éj) + [eikl'm7 eikw} (p-é)(p-¢)

+ eikg-weikl-w[(p . éi), (p . éj)] + eikz-w |:eik1.w’ (p . éy)} (p . éz)

— eikl-m [(p . éi)7 eikzm} (p . éj) - eikz-m {(p . éj), eik1-m} (p . éi).
To proceed, I use the following identity

p. V()] = ~ihVV (),
and I find that
[(p &), eik”“} = —ih <Veik2'm> -6y = (ks - ;) €™,

and so I get

(A.3.1)

(A.3.2)

(A.3.3)

(A.3.4)

(A.3.5)

D) ()| = MR (ke - 61) (p-€5) — (B - ) (p - 1)

(A.3.6)

B Matrix elements calculation in the Wannier ba-

Sis

Here I review general remarks regarding the representation of matrix elements in the

Wannier basis. A matrix element in the Bloch basis, can be expressed by a superposition
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of matrix elements in the Wannier basis.

a 1 —i(a R —do- ~
(i Olnae) = = 37 e @ R (1, | TCR)OT(R) W) (3.1)
RiR-

If the operator being evaluated strictly depend on space (O = O(w)) I get

<n1 (l1| O |n2 Q2>

1 . A
=5 Y R (1, | T(-R))O(@)T (R) W)
Rle

_ 1 Z HarRi—azRe) (7 | T(—R1)O(2)T(R1)T(—R1)T(Ra) [Wh,)
N i

1 , A
=5 2 @RI (O + R)T (R, — Ri) W)
Ri Re

(B.2)

The matrix elements can be written in a different way, by saying that

<Wn1 | T( Rl)OT R2 |Wn2 Z 5R1 R2,R3 TL1 | T(_(R2 + R3))OT(R2) |Wn2> )

(B.3)
inserting this back to (ny qi| O |ng qq) T get
(n1a1] O 2 q2)
1 —q . —qo- A
= 50 S o Ramae R (1 T(— (R, + Ry))OT(Ra) W)
R3 R1R2
. . 1 . _ .
(mai|Ongaz) =) 6_““'RSN Y e Re (W, | T(—(Rs + Ry))OT(Ra) [W,)
R3 R2
(B.4)
There are 3 types of matrix elements of interest:
1. (n1qi] e™® [na qo) .
2. (mai|e™®plnyqo) .- (B.5)
3. (niai|pln2qg) .
I will consider each case separately,
Case 1:
(n1ai|e™® ny Q2>
(B.6)

=2 s e (Wil T((Ra o Ra))e =T (o) W)
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I use
T(—R1)eX?T(Ry) = X @ RIT(R, — R)) = eXBigk? (R, — Ry), (B.7)

T(—(Rs 4 R3))eX?T(Ry) = ek @HRARI)I (R, — (R, + Rg))
= ¢k RetRs) ik (R) — (Ry + Ra)) (B.8)
T(—(Ry + Rg))eika(Rg) _ eik'(R2+R3)eik'wT(_R3)7

and get

. , 1 . . .
<’I’L1 Q1| ezk-w |’I’L2 Q2> _ Z e—zq1-R3N Z e—z(q1—q2)-Rzezk-(R2+R3) (Wn1| ezk-wT(_Rs) |Wn2> ’
R: Ro

k- —i(q1—k)Rs 1 —i(q1—az—k)- ik
<n1q1]e’kw\n2qz>zze (a1 k)Raﬁze (a1—g2—k)-Ro <Wn1’€kwT(—Rg)‘Wn2>.

(B.9)

Ifk=GI get
(n1 @] €% [y a2) = 01,z Z e 'R (W [ FPT(=R) (W) - (B.10)

Ifk #£ G 1 get
(n1 @] €% [no q2) = dqy quic Y e BB (W, | eMTT(—Rs) (W) . (B.11)

R3
Case 2: In this case I get a very similar result, because the momentum operator commutes

with the translation operator.

Ifk = G I get
(m1 1| € [y qz) = ZR W FCTPT(-R) We) . (B12)
Ifk # G I get

(n1 1] €™ PP [ng q2) = Oy quiic D € BB (W, | MTPT(—Rg) [Wy,) . (B.13)
R3

Case 3:
(n1a1|pn2q2) = dq g5 Z e R (W, | pT(~Ra) [Wa,) - (B.14)
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C Matrix elements calculation in a reduced sub-

space

A matrix representation of an operator O in some basis, is given by

Opm = (n| O |m), (C.0.1)

where I denote |n) as the basis of choice.

In many quantum systems, the states are spanned in an infinite dimensional space, and
in such a case, the matrix representation will be infinitely large, and might not be use-
ful. However, I can limit the problem to a finite number of states, and then the matrix

representation will be finite.

C.1 In k-dimensional subspace

In this section I will work in a k-dimensional subspace, and show how it is possible to
represent a complicated operator.

I start with finding the representation of the operator f (O), where O is an hermitian
operator and f is an analytical function. Therefore, f (O) can be expressed by a Taylor

power series

f(0) = icjéj. (C.1.1)
j=0

It is sufficient to use the matrix representation of O for us to find the matrix representation

of f (O) Let U be the diagonalizing unitary matrix of O, such that

A

Utou =0, (C.1.2)
where 5 is diagonal, such that

(| UTOU [n) = (n] O |n) = An,
(C.1.3)

(n|UTOU |m) = (n| o) |m) =0, for n#m.
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This is also true for any power of O, such that

(n| UTOIU [n) = (n| OF [n) = N,

K (C.1.4)
(n|UTOIU |m) = (n| 07 |m) =0, for n #m,
for this reason, it is clear that
(n UTF(O)U [n) = (n] £(0) In) = f(An),
(C.1.5)

(n|UTF(O)U |m) = (n| f(O) Im) =0,  for n# m.

This means that the matrix representation of f (O) can be obtained by rotating back its
diagonal form

(n| £(O) Im) = (n|UF(OYU |m). (C.1.6)

This means that if I work in a reduced subspace, equipped with the diagonalizing matrix

U and the eigenvalues of O, I can find a matrix representation of a function of 0.

C.2 Evaluting the matrix elements of the nonlinear conduc-
tivity in a reduced subspace of 2 dimensions

Here, I work out the matrix representation for the momentum and position when assuming
just two bands.

I assume that the Wannier states are real, and therefore

T11 Z12 Y11 Y12 211?12

Tr= T+ Y+ z,
T12 22 Y12 Y22 212 222
(C.2.1)
0 —i7T1 . 0 —’i7T2 R 0 —’i7T3 .
p= 2+ J+ z,
i7T1 0 i7T2 0 i7T3 0
note that
(Wil x |Wa) = (Wa|z [W1),
(C.2.2)

(Wi|p[W2) = — (Wa|p W) (Wilp|W1) = (Wa|p[W2) = 0.
Moreover, the position matrix elements are all real, while the momentum matrix elements

are imaginary.
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I can further simplify the expression for the position operator. Before doing so, I denote

the diagonal matrix elements of the position operator in the following way

T11 = a1, T2 =0b1, T12=c1,

Y11 = a2, Y22 = bz, Y12 = c2,
Z11 = ag, 222 =b3, 212 =c3.

So the position operator is now

The position operator can be further simplified by evaluating
(W] ziz; [Wa),
and demand that
W] ziz; [Wa) = (Wh|zjz; [Wa) .
To do so, I use the completeness relation for our subspace
(Wil @iz; [Wa) = (Wi, ((Wh) (Wh| + [Wa) (Wal) z; [W2)
= (Wila; [W) (Wh|a; [Wa) + (Wil a; [Wa) (Wa|a; [W2)
=a;cj + Cibj,
but on the other hand
<W1’ TiTj ’W2> = a;¢ + Cjbz'.

Demanding that the two matrix elements are identical, I get

a;cj + Cibj =a;c + Cjbz' =|a; = bj ,

and the position operator now takes the form
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(C.2.4)

(C.2.5)

(C.2.6)

(C.2.7)
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C.2.1 Diagonalizing position and momentum operators

The diagonalizing matrices for the position and momentum are the following

(C.2.10)
e 1 1
PVl o)
such that
iU;mUm(a+c 0 )()\w—i- 0)’
0 a—c 0 Az
(C.2.11)
w 0
p=UlpUp = ( ) :
0 —m
where
a = (a1,az,a3), c=(c1,c2,c3),
(C.2.12)
™ = (771771-2771-3) )
and so any function of the position operator in its diagonal form is
Az
(@) = (f( oo ) ; (C.2.13)
0 f(Az-)
and thus
[ ((f(Amn +FQen) (Fhas) - f(Am))) o

This means

e—iG-m _ l (6—2'G-)\m+ + e—iG-)\mf) (6—2'G-)\m+ _ e_iG')\zf)
2 (6—2'G-Aa;+ _6—2'G-Am,) (6—2‘G-Am+ +e—iG~>\w,)

2
—isin(3G - (Agtr — A=)  cos(3G - (Mgt — Ag—)

B Te 0 WIS Wl ( c08(3G - (Azy — X)) —isin(3G - (Azy — Aw)))
)
(C.2

15)
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note that

1

5t + X)) = a = W]z W) = (Wa|z[W2),

2 (C.2.16)
5zt = Ap) = = (W] @ |[Wa) = (Wo|z |Wh).

Using these relations I get

, . cos(G - c —isin(G - ¢
e iIG® — miGa ( ) ( ) . (C.2.17)
—isin(G-¢) cos(G-c)
Now I can evaluate e G ®p . éj = e_iG"”pj and find
. . . cos(G - c —isin(G - ¢ 0 —im;
e—zG-mpj _ e—zG-m _ e—zG-a ( ) ( ) J
—isin(G-¢) cos(G-c) imj 0
(C.2.18)

_ iGa (7‘(']' sin(G-¢) —imjcos(G - c))

imjcos(G-c) —m;sin(G - c)
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