X-ray computational ghost imaging with single-pixel detector
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Abstract: We demonstrate computational ghost imaging at X-ray wavelengths with only one single-pixel detector. We show that, by using a known designed mask as a diffuser that induces intensity fluctuations in the probe beam, it is possible to compute the propagation of the electromagnetic field in the absence of the investigated object. We correlate these calculations with the measured data when the object is present in order to reconstruct the images of 50 μm and 80 μm slits. Our results open the possibilities for X-ray high-resolution imaging with partially coherent X-ray sources and can lead to a powerful tool for X-ray three-dimensional imaging.
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1. Introduction

X-ray imaging techniques are widely used in a variety of fields ranging from basic science and high-tech industry to medicine and homeland security. The main advantages of the X-rays are the extremely high spatial resolution, the strong dependence on atom species and densities, and the relatively long penetration depth compared to electrons, which are commonly used for high-resolution imaging.

Despite the existence of many instruments and devices, which are based on X-ray imaging, there are several physical limitations that restrict the resolution and contrast of these techniques. The main fundamental challenge in X-ray imaging is the absence of high quality lenses because of their small magnification and aperture size. It is therefore desired to develop X-ray imaging techniques that do not require lenses and provide high quality images with high resolution and high contrast. Indeed, many techniques and approaches for lensless imaging have been demonstrated with various degree of success [1–5], but none of them has become an ultimate method for imaging. Although some of the techniques have been proven to be very successful in imaging of nanoscale objects [1–4], they require high coherence and therefore are suitable only to synchrotron beamlines with high coherence or to X-ray free-electron lasers.

Ghost imaging (GI) and ghost diffraction (GD) are imaging techniques that have been proven to be applicable even with low coherence sources [6,7]. They have been investigated mainly in the optical regime [7–22] and recently several very significant publications have demonstrated the effects with X-rays [23–29]. In addition of being methods that can be implemented with incoherent sources, GI and GD can lead to imaging methods with very low dose [28] and to imaging of objects in turbid media [14–16]. The later can lead to imaging of biological samples in their natural environment.

In the conventional schemes, GI and GD with partially coherent sources are implemented by introducing fluctuations into the beam by a rotating diffuser and then splitting the beam into two beams with identical intensity fluctuations. One of the beams impinges on the object and is detected by a single-pixel detector while the other beam is detected by a multi-pixel
detector that is blind to the object. In GI, the single-pixel detector is adjacent to the object while in GD the single-pixel detector is mounted far from the object and the distances between the two detectors to the beam splitter are equal. After making many repetitions (realizations) of the process for different positions of the diffuser, the correlation measurements between the two beams are used to reconstruct either the image in the case of GI or the intensity of the diffraction pattern of the object in case of GD. In another scheme for GI [23,28], a moving diffuser is also used to introduce intensity fluctuations, but the spatial distributions of the intensities at the multi-pixel detector for the various configurations of the diffuser are measured first in the absence of the object. These distributions of the intensity are recorded and then the object is inserted into the beam and a single-pixel detector is used to measure the intensities for the same configurations of the moving diffuser. In the last step, the correlations between the two measurements are computed and used to reconstruct the image. In this scheme the beam splitter is not required, but it is still necessary to use the multi-pixel detector in the first step.

A method that requires only one single-pixel detector and no beam splitters has several important advantages with respect to the other methods and can be used to overcome several of the fundamental challenges in the other approaches. In particular, single-pixel detectors are faster, cheaper, and easier to use than multi-pixel detectors. In the conventional scheme for GI and GD, the beam splitter adds different intensity fluctuations to each of the beams and therefore reduces the signal-to-noise ratio [25]. In addition, it is very challenging to find X-ray beam splitters with equal reflectance and transmission and with negligible loss, thus the contrast of the image is limited [25]. In the other approach without the beam splitter [23,28] the resolution and the field of view are limited by the pixel size and the number of pixels of the multi-pixel detector. These limitations can be lifted by using only one single pixel detector. Another significant advantage of imaging with a single-pixel detector is the relatively small amounts of data that are recorded in comparison with multi-pixel detectors. This advantage could be extremely important for measurements that require three or more dimensional imaging.

Interestingly, a method that implements GI with only one single-pixel detector, which is known as computational ghost imaging (CGI, or for ghost diffraction CGD), has been proposed theoretically by Shapiro [13] and demonstrated with optical radiation [16–21]. The basic concept is to replace the diffuser with an unknown scatter distribution by a diffuser with a known scatter distribution. Since the phase and amplitude fluctuations that are induced by the diffuser are known, it is possible to use the Fresnel-Huygens propagator to compute the intensity profile at the detector for each of the realizations thus this procedure does not require a multi-pixel detector. In the last step, the calculated intensity distributions are correlated with the measured intensities at the single-pixel detector that is placed behind the object and the image is reconstructed from the computed correlations. In the optical regime the diffuser is typically implemented by using a spatial light modulator (SLM) [17–19] or a digital micro-mirror device [20,21], but at X-ray wavelengths similar devices are not available. Consequently, the implementation of CGI with X-rays requires a different approach.

Here we present the demonstration of CGI with one single-pixel detector at X-ray wavelengths. We design masks, which are based on numerical simulations we performed, and are fabricated by nanotechnology techniques. We demonstrate the imaging of 50 μm and 80 μm slits at a resolution of about 10 μm with two different masks.

2. CGI procedure

The calculation procedure relies on the derivation of CGI by Shapiro [13], but in our procedure we substitute the SLM by a mask made by photolithography. The main difference between the experiment we describe here and the proposal made by Shapiro in [13] is that the source, which impinges upon the mask in our experiment is partially coherent where the
spatial coherent length is on the order of the speckle size, while Shapiro considered a scenario where the beam that illuminates the SLM is completely coherent. Consequently, we extend the procedure of Shapiro to partially coherent sources as we elaborate below.

Since we know the thickness of the mask at each position, we can calculate the two-dimensional transmission function \( U(x,y) \) by using the tabulated data for X-ray indices of refraction and absorption coefficients [30]. Here \( x \) and \( y \) are the coordinates across the mask. The mask pattern is designed so that at each of the realizations, the beam hits a small portion of the mask where the variations are only along the \( x \) axis. Therefore, we define the one-dimensional transmission function for every realization \( r \) as:

\[
U_r(x) = B_r(x)e^{i\phi_r(x)}
\]

Here \( \phi_r(x) \) and \( B_r(x) \) are the phase that the mask introduces to the beam and the square root of the intensity transmission of the mask, respectively, at each position \( x \). Once we know the electric field after the mask, we can calculate the intensity distribution at the plane of the object, which is at a distance \( z \) from the mask, by using the Huygens-Fresnel propagator:

\[
I_{c_r}(x', z) = \left| \int dx E_{in}(x)U_r(x)e^{i\frac{k}{2}(x-x')^2} \right|^2
\]

Here \( E_{in}(x) \) is the electric field before the mask, \( k \) is the wave vector, and \( x' \) is the coordinate across the plane of the object.

Since the source is partially coherent we use a model where we express \( E_{in} \) as:

\[
E_{in}(x) = \int_0^{T_d} dt A e^{i(kx-\omega t+x(t))}
\]

Here \( A \) is the field amplitude, \( \omega \) is the angular frequency, and \( T_d \) is the integration time of the detector. \( \phi(x, t) \) is a random temporal and spatial phase function, which is extracted according to the Van Cittert-Zernike theorem [31] from a Gaussian distribution such that the two point correlation function is limited by the coherence volume of the field. The spatial coherence length in our experiment can be evaluated by using [31] \( \sigma = \lambda/\theta \) where \( \lambda \) is the wavelength and \( \theta \) is the divergence angle to be several microns. The temporal coherence length is about a femtosecond and is determined by the bandwidth of the input monochromator.

We denote the transmission function of the object as \( T(x') \). The intensities at the single-pixel detector that is mounted immediately after the object are given by \( I_B = \int dx I_c(x') \). \( I_B \) is cross-correlated with the computed intensity patterns \( I_c \) and after \( N \) realizations the image can be reconstructed by using the second-order-intensity correlation function:

\[
G(x) = \frac{1}{N} \sum_{t=1}^{N} \{ I_B \cdot \langle I_B \rangle \} \langle I_c \rangle = \langle I_B I_c \rangle - \langle I_B \rangle \langle I_c \rangle
\]

The \( \langle \cdot \rangle \) indicates an ensemble average over the realizations, where each of the realizations refers to a different position on the mask and therefore represents different intensity and phase fluctuations.

3. Experimental setup

We conducted the experiments described below at beamline B16 of Diamond Light Source [32]. The schematic of the experimental system is shown in Fig. 1(a). The distance between the mask and the object is 100 mm and the detector is mounted immediately behind the
object. We use a monochromatic X-ray beam at 11 keV. The divergence angle is about 0.2 mrad and the relative spectral bandwidth $\Delta E/E$ is about $10^{-4}$ (achieved by using a Si(111) monochromator). The beam with a spot size of 800 $\mu$m x 200 $\mu$m at full width half maximum (FWHM) hits a selected area of the diffuser and propagates according to the pattern in that specific portion. Next, the beam passes through the object and it is collected by the single-pixel detector, which we mount behind the object.

We measured the intensity at the detector for different positions across the mask. We correlate the measured intensities at the detector with the calculations of the free space propagation by using the procedure described in the previous section.

We test two different masks, for the diffusers, which are produced by direct laser lithography. The masks consist of random patterns of metal rectangles on a glass substrate. These features introduce a phase shift of about 0.05$\pi$ and absorption of about 2%. The specifications of the two masks are summarized in Table 1. An example of one projection area on the second mask is shown in Fig. 1(b), and two examples of calculated diffraction pattern are shown in Fig. 1(c).

<table>
<thead>
<tr>
<th>Mask number</th>
<th>Substrate material</th>
<th>Substrate thickness [$\mu$m]</th>
<th>Feature material</th>
<th>Feature thickness [$\mu$m]</th>
<th>Minimum feature size [$\mu$m]</th>
<th>Mask area [cm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Quartz</td>
<td>~1500</td>
<td>Iron oxide</td>
<td>0.26 $\pm$ 0.03</td>
<td>1 $\pm$ 0.05</td>
<td>~100</td>
</tr>
<tr>
<td>2</td>
<td>Quartz</td>
<td>~350</td>
<td>Chromium</td>
<td>0.2 $\pm$ 0.02</td>
<td>2 $\pm$ 0.2</td>
<td>~78.5</td>
</tr>
</tbody>
</table>
The objects we measure are 50 μm and 80 μm slits, which are implemented by using a one-dimensional motorized slit with a controllable size. The detector is an avalanche photodiode (APD).

We use the ring current of the synchrotron to filter out the slow temporal fluctuations, the decay, and the filling of the synchrotron beam. We measure the beam profile to normalize the image and to filter out spatial noises. The raw measured data include a spatial high frequency noise that we assume is caused mainly by artifacts in the fabrication of the masks. We filter out this noise by applying a low pass filter in the data analysis process.

We perform the measurements for three combinations of different masks and objects as we summarize in Table 2.

<table>
<thead>
<tr>
<th>Object size [μm]</th>
<th>Mask number</th>
<th>Average counts per realization</th>
<th>Number of realizations</th>
<th>Measured relative intensity fluctuations [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>2</td>
<td>~7×10^7</td>
<td>1.8×10^3</td>
<td>0.29</td>
</tr>
<tr>
<td>80</td>
<td>2</td>
<td>~1×10^8</td>
<td>2.3×10^3</td>
<td>0.14</td>
</tr>
<tr>
<td>80</td>
<td>1</td>
<td>~4×10^6</td>
<td>1.8×10^5</td>
<td>0.20</td>
</tr>
</tbody>
</table>

4. Results

We first describe the demonstration of CGI with X-rays, which we show in Fig. 2. Figure 2(a) shows the image of a 50 μm slit that is obtained by using mask 2. We find that the FWHM of the image is 51 μm ± 10 μm. Figures 2(b) and 2(c) show images of an 80 μm slit that is obtained by using mask 2 and mask 1, respectively. We find that the FWHM of the images are 78 μm ± 10 μm and 81 μm ± 8 μm respectively. The blue dots are CGI results when the distance between the sequential dots is 2 μm and 1 μm for mask 2 and for mask 1 respectively.

To test the performance of our measurements we compare the slit widths we measure to the slit sizes we set. The spatial resolution of our measurements is determined by the speckle size at the image plane, which is larger than the feature size at the mask plane because of the diffraction of the speckle pattern over the distance between the diffuser and the plane of the object. The precision of the mask position alignment (about ± 2 μm) also affects the resolution. We therefore estimate the resolution of our measurements to be about 10 μm and 8 μm for mask 2 and for mask 1 respectively. In addition, the calibration of the slit, which is not better than 2 microns, introduces additional uncertainties with respect to the expected width and the low pass filter we use in our data analysis also affects the edges of the images. Within these uncertainties, the widths of the slits we measure agree with the widths of the motorized slits that we set. Of importance, we observe the images of the slits only when we use the correct diffuser mask pattern in our calculations of the CGI image.
5. Dependence on the source coherence properties

The source we use to illuminate the mask is partially coherent in contrast to demonstrations of CGI with optical radiation. This major difference leads to the question of how do the image quality and resolution depend on the spatial coherence length of the source?

To answer this question, we simulate the CGI procedure for a 15-micron slit and compare between several spatial coherence lengths and between two types of diffuser masks: a pure phase mask and a pure amplitude mask. We summarize the results of the comparison in Fig. 3. In the upper row (Figs. 3(a)-3(d)) we show the results for the amplitude mask and in the lower row (Figs. 3(e)-3(h)) we show the results for the phase mask. Since the results depend mainly on the ratio between the coherence length and the features size, we define the ratio \( R = \frac{\sigma_i}{\text{MFS}} \), where the MFS is the minimum feature size.

---

Fig. 2. Experimental results of computational ghost imaging for (a) a 50 μm slit with mask number 2, (b) an 80 μm slit with mask number 2, and (c) an 80 μm slit with mask number 1. The solid lines are guides for the eye.

Fig. 3. CGI simulations for several coherent lengths. \( R \) is the ratio between the spatial coherence length and the minimum features size of the diffuser. The object is a 15 μm slit (the purple lines are the theoretical slit). In panels (a)-(d) the mask is an amplitude mask and in panels (e)-(h) the mask is a phase mask. The propagation distance we use for the simulations is 100 mm.
The results in Figs. 3(a)-3(d) indicate that the image can be reconstructed even when the coherence length is smaller than the speckle size if the diffuser is an amplitude mask. However, the resolution improves with the coherence length. For coherence lengths that are shorter than the features size as in Fig. 3(a) the sharp edges of the slits are completely blurred. This is because the divergence angle is inversely proportional to the coherence length (as described in section 2). Since the beam that is scattered from the diffuser expands according to the diffraction angle, the larger the diffraction angle the broader the speckles at the object plane and the resolution decreases.

For the phase mask, the image can be reconstructed only if the coherence length is on the order of the speckles size as in Figs. 3(f)-3(h). We note that in the range where the coherence length is equal or slightly shorter than the feature size of the diffuser, the reconstruction depends strongly on the properties of the partial coherent source model.

In our experiment, the diffuser masks introduce mainly amplitude fluctuations into the beam. Therefore, we conclude that the CGI procedure works, although the coherence length is on the order of the speckle size, and it is possible that the contribution of the phase information is very small. The short coherence length in our case mainly leads to blurring and to the reduction of the spatial resolution, as we show in Fig. 3(b).

In addition, we deduce from the results of Fig. 3 that a larger ratio between the coherence length and the mask feature size could lead to the possibility of using the phase contribution from the mask. This conclusion is important for small objects since the amplitude modulation by the mask is limited by the height of the features of the mask, which are limited by the aspect ratio, which is determined by fabrication limitations. Thus, smaller lateral size of the features has smaller amplitude fluctuations and the addition of the phase fluctuations can enhance the contrast of the reconstructed image.

6. Signal-to-noise ratio and image quality

After we demonstrated the CGI effect and discussed its dependence on the spatial coherence length we turn to quantify the signal-to-noise ratio (SNR) and its dependence on the number of realizations. Theoretically the SNR scales as the square root of the ratio between the number of realizations N and the number of speckles transmitted through the object $N_s$ [33,34]: $\text{SNR} \propto \sqrt{N/N_s}$. Figure 4 shows the SNR as a function of the number of realizations N for CGI results with the 50 $\mu$m slit that we show in Fig. 2(a). The black dots are the experimental results and the blue line is an analytic fitting function $a\sqrt{N}$, where “a” is a constant. The SNR matches approximately to the analytical fit and the value of the parameter “a” is 0.5. This result matches to the order of $1/\sqrt{N_s} \approx 10^{-1}$, when $N_s$ is the spot size divided by the feature size. The analysis of the other two experiments yields similar results.
While the results shown above demonstrate the feasibility of CGI, the quality of the images can be further improved by increasing the thickness of the speckles and hence the amplitude variations that are induced by the diffuser mask. In addition, since the beam diffracts from the mask plane to the image plane, the distance between the diffuser and the object is one of the properties that determines the spatial resolution. Figure 5(a) shows a comparison for CGI of a 50 μm slit (the purple line is the theoretical slit) between the experimental results (blue dotted line), a simulation for the experimental parameters (green dashed line), and a simulation for a mask with transmission variations between 0 and 1 (red dashed line). The results in this panel are obtained by assuming that the object is mounted at the same distance of the experiment (100 mm). Figure 5(b) shows the similar simulations with the exception that the distance between the mask and the object is 30 mm. The coherence length for the simulations is 1 μm.

Fig. 5. Comparison between the CGI experimental results (blue dotted line), CGI simulation with the mask that we used in the experiment (green dashed line), and simulation with an ideal mask modulation (red dashed line) for a 50-μm slit (the purple line is the actual shape of the slit). In panel (a) the distance between the diffuser and the object is 100 mm. In panel (b) the distance is 30 mm.
It is clear that the results of the simulations with the parameters of the experiment (green dashed line) and the experimental results (blue dotted line) in Fig. 5(a) agree within the experimental resolution. However, there is a distortion in the measured image, which is absent in the simulations. Since the calculations in the CGI procedure are based on the information of the mask pattern, we believe that the distortion is caused by inaccuracies in the mask fabrication process.

We note that the resolution of the simulations and the experimental results in Fig. 5(a) are nearly equal. This similarity suggests that the main reason for the limited resolution is the divergence of the beam, and not the experimental errors. Based on this considerations, we anticipate that it would be possible to improve the spatial resolution significantly by moving the object closer to the diffuser as we can see clearly from Fig. 5(b) where the resolution is improved in both simulations (dashed lines). Equivalent ways to improve the resolution are to increase the R factor by using a source with a larger spatial coherence length or by using a mask with smaller features.

We note that the simulations with the ideal mask (red dashed line) show higher SNR. This suggests that it would be possible to improve the SNR of the image by increasing the thickness of the mask features, which will lead to stronger variations of the amplitudes and the phases and a higher correlation function.

7. Conclusion

We have demonstrated the first experimental observation of CGI at X-ray wavelengths with only one single-pixel detector. The simulations we performed suggest that it is possible to improve the SNR, the contrast, and the spatial resolution of the reconstructed images by optimizing parameters such as the aspect ratio and thickness of the speckle size. These improvements can be achieved by using advanced lithography techniques, such as X-ray photolithography [35].

We note that since it is possible to control the parameters of the diffuser by designing an efficient scatter distribution, CGI can also lead to a reduction in the number of realizations that are required for the reconstruction of the images [18,19] and therefore to either shorter measurement durations or to a lower radiation dose that is required for the reconstruction of the images. Furthermore, our method is not limited to near field imaging. By mounting the object far from the detector it would be possible to measure the diffraction pattern of an object [13,17] and to reconstruct the object by a phase retrieval algorithm [22]. In addition, our technique advances the possibilities for three-dimensional imaging [20,21] and for imaging of objects, which are embedded in liquid [16]. Finally, we note that since our technique does not require either high coherence or high brightness, it can be used not just with synchrotron radiation but also with tabletop X-ray sources.
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